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Abstract 
 
The embrittlement of the reactor pressure vessel (RPV) due to extended 
operation can lead to difficulties in demonstrating safe operation beyond 
40 years. But by utilizing the warm pre-stressing (WPS) effect in assess-
ments, safe operation for continued operation beyond 40 years of the RPV 
can be shown. The practise of utilizing the beneficial WPS effect in RPV 
assessments have already been adopted in several European countries.  
The WPS effect is the increase of the apparent brittle fracture toughness 
for a ferritic component when pre-loaded at a temperature in the ductile 
upper shelf region and then cooled to the brittle lower shelf region of the 
material fracture toughness transition curve.  
Within this research project the main mechanisms behind WPS and their 
importance relating to RPV assessments are studied using both experi-
ments and numerical methods. For a realistic load case the most influ-
enceable mechanism behind the WPS effect is shown to be the change in 
yield strength due to lowering of the temperature. Furthermore, the actual 
load path can be considered path independent during the unload-
ing/cooling phase assuming that the load is not increased during cooling. 
The results also clearly show that for a realistic load case the deactivation 
of initiation sites is an active mechanism. 
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1 INTRODUCTION 

Brittle fracture is a disastrous event that can occur to ferritic steels at lower temperatures. In 
this temperature range the steel experience a significantly lower fracture toughness and the 
fracture is typically associated with sudden structural collapse. This region is called the lower 
shelf region of the material fracture toughness curve. In Figure 1.1 a typical material fracture 
toughness curve of a ferritic material is illustrated.  

 

 
Figure 1.1. Material fracture toughness curve of a typical ferritic steel. 

 

The problem is usually avoided entirely by ensuring that the component is operated in a 
temperature range where the steel is ductile enough also known as the upper shelf region. This 
is, however, not always possible. One such example is when considering operation beyond 40 
years of the reactor pressure vessel (RPV) in a nuclear power plant, long time operation (LTO). 
Irradiation induced embrittlement of the RPV shifts the temperature range for the ductile region 
of the steel in such a way that certain loading conditions can lead to difficulties in demonstrating 
safe operation when using traditional assessment methods. But by utilizing the beneficial warm 
pre-stressing (WPS) effect in assessments, safe operation for continued operation beyond 40 
years of the RPV can still be shown. The WPS effect is the increase of the apparent brittle 
fracture toughness for a ferritic component when pre-loaded at a temperature in the ductile 
upper shelf region and then cooled to the brittle lower shelf region of the material fracture 
toughness transition curve. The practice of utilizing the beneficial WPS effect in RPV 
assessments have been adopted in some European countries.  

There is a need to thoroughly evaluate the importance of the main mechanisms behind WPS in 
situations that could be encountered in a RPV. This in order to understand the limitations and 
possibilities in the engineering methods used to assess the magnitude of the WPS effect. 

The mechanisms related to the introduction of a beneficial compressive residual stress field in 
front of the crack tip and the change of material properties due to lowering of temperature is 
studied with numerical methods. This is done using FE-analyses. To be able to quantify the 
contribution to the WPS effect from each mechanism a post processor utilizing a modified 
version of the non-local probabilistic model made by Kroon and Faleskog [1] is used for 
calculating the fracture probability. 

K
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The mechanisms related to deactivation of cleavage initiation sites and the blunting of the crack 
tip is studied with an experimental program. The purpose with the experimental program is to 
isolate the different effects from the mechanisms to be able to evaluate their importance. Within 
the experimental program a fractographical examination of a large number of specimens is also 
done to identify the initiation sites for the brittle fracture. 

The work described in this report answers which of the main mechanisms are the active 
mechanisms behind the WPS effect for situations that can arise in a RPV. This leads to an 
understanding of the possibilities and limitations of the engineering methods for WPS. Hence, 
the report clarifies the limitations for safe use of engineering methods for utilizing the WPS 
effect in RPV integrity assessments. 
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2 THEORETICAL BACKGROUND 

2.1 BRITTLE FRACTURE 

Cleavage fracture is when a microcrack generated by an imperfection in the material propagates 
through the material and causes structural collapse. What characterizes cleavage fracture is that 
the crack propagates by transgranular fracture in an unstable manner. This means that once the 
microcrack starts to grow it will not stop growing. This unstable crack growth means that the 
crack will rapidly tear through the material and cause sudden structural collapse.  

Microcracks are initiated by imperfections in the material which cause high local stresses. 
Nonmetallic inclusions are one kind of imperfection that can cause cleavage fracture. Inclusions 
are small particles embedded in the material, see Figure 2.1, and have different material 
properties compared to the matrix material. This difference causes high local stress fields 
around the inclusions which can initiate cleavage fracture. Examples of inclusions are carbides, 
which is carbon that has bonded to other metals. For cracked geometries the positions of 
initiation points in the material is one of the governing factors that determines the external load 
required to achieve cleavage fracture, this will be discussed in more detail later in this chapter. 
However, since the positions of these initiation sites are unknown prior to fracture, it is 
impossible to deterministically predict what the fracture toughness of a material will be in the 
lower shelf region. Cleavage fracture is thus always associated with probabilistic approaches. 

 

 
Figure 2.1. An inclusion located in an infinitesimal volume element of a ferritic matrix material. 

 

The remainder of Chapter 2.1 will describe cleavage fracture on a close-to-micromechanical 
level and break the event down into three parts, namely the breaking of an inclusion, initiation 
of a microcrack and propagation into the matrix material. 

 

2.1.1 CRACKING OF INCLUSIONS 

During loading, the inclusions tend to break before the matrix material. McMahon and Cohen 
[2] have made several experiments on flat tensile specimens. They look at the tendency of 
carbides acting as initiation points for microcracks on two different steels at varying 
temperatures. At higher temperatures, more carbides tend to break without causing structural 
collapse. At lower temperature, however, the few carbides that do break have a higher tendency 
to cause structural collapse. It is thus, henceforth, assumed that the inclusion will always 
fracture before the matrix material. Furthermore, it should be noted that the exact criterion for 
fracture of an inclusion is unknown but from McMahon and Cohen’s article it appears to be a 
strain driven event. Stec [3] has made a micromechanical model which evaluates the stresses in 
the inclusion depending on material differences but also the shape and orientation of the 
inclusion. The shape and orientation of inclusions introduce another uncertainty which also 
contributes to scatter in the fracture toughness for cleavage fracture. However, in this report the 

Inclusion 

Matrix 
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problem is simplified by assuming that all inclusions are spherically shaped and thus have no 
specific orientation. 

 

2.1.2 INITIATING A MICROCRACK 

When an inclusion breaks one of two things can occur. Firstly, the inclusion can separate from 
the matrix and create a small spherical void. If the inclusion separates from the matrix material 
then no sharp edge will be created and the spherical void will then primarily expand due to 
further plastic straining at a rate governed by stress triaxiality. It can therefore not initiate a 
microcrack and can thus not cause cleavage fracture.  

Secondly, if the inclusion breaks but does not separate from the matrix it can be seen as a 
Griffith flaw in the matrix material, see Figure 2.2. This would mean that the critical stress 𝜎௙ 
needed in the matrix material to propagate a microcrack can be calculated, see Equation (2.1). 

 

𝝈𝒇 = ට
𝝅𝑬𝜸𝒔

𝟐൫𝟏ି𝝂𝟐൯𝒂
     (2.1) 

 

Equation (2.1) is the Griffith equation for a penny-shaped crack where 𝐸 is the young’s 
modulus, 𝛾௦ is the surface energy of the material, 𝜈 is the poisson’s ratio and 𝑎 is the radius of 
the penny-shaped crack which in this case is the radius of the inclusion. The Griffith flaw is 
explained thoroughly in T.L. Andersson’s book Fracture Mechanics, Fundamentals and 
Applications, Second Edition, pages 31-38 [4].  

 

 
Figure 2.2. A Griffith flaw to the left and a broken inclusion to the right. From the Figure the similarities and 
differences between a real Griffith flaw and a broken inclusion can be seen. 

 

It should be noted that a broken inclusion is not a perfect Griffith flaw. The Griffith flaw 
criterion is meant to evaluate the critical stress for a crack to propagate in the matrix, not the 
critical stress for a microcrack to be generated in the matrix. Furthermore, due to the difference 
in material properties a different stress field, from the one assumed by the Griffith flaw, is 
obtained. However, the inclusion is broken in such a way that it will not significantly affect the 
opening stress of the Griffith flaw. Thus, the assumption that the broken inclusion can be seen 
as a Griffith flaw is motivated. For further discussion, see Kroon and Faleskog [5] 

If the stress in the matrix material equal to or greater than 𝜎௙ in Equation (2.1) then the fractured 
inclusion will nucleate a microcrack that propagates into the matrix material. Inclusions can be 

2𝑎 2𝑎 

Real Griffith flaw Fractured inclusion 
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found inside grains or at grain boundaries. Figure 2.3 shows a fractured inclusion which is 
embedded in a grain and has caused a microcrack to propagate through the grain.  

 
Figure 2.3. An illustration of a broken inclusion which has created a microcrack in the matrix material. The 
microcrack propagates straight into the grain, in which it is embedded, and will keep a straight propagation plane 
until the grain boundary is reached. 

 

2.1.3 PROPAGATION OF THE MICROCRACK 

Once a microcrack has nucleated it will propagate through the material until it reaches a free 
surface, such as the macroscopic crack, or arrest.  

The microcrack propagates in the plane that requires the least amount of energy to break. This 
plane is called the primary cleavage plane. The primary cleavage plane in each grain is different 
since the orientation of atomic structure in each grain differs. Furthermore, the primary plane 
of a neighbouring grain can be tilted in such a way that secondary cleavage planes are needed 
to connect the primary cleavage planes, see Figure 2.4. 

 

 
Figure 2.4. An illustration of how a microcrack propagates from grain A into grain B which changes the plane of 
propagation. 

 

This means the microcrack will change its propagation plane when it reaches a grain wall which 
forms the so called river patterns. It is possible to follow these river patterns back to the 
inclusion which served as an initiation point of the cleavage fracture. It is, however, known that 
the microcrack can arrest instead of causing structural collapse. From experiments made by 
McMahon and Cohen [2] it can be seen that it can arrest inside a grain due to twinning and also 
at grain boundaries which Lin et al. [6] has shown in experiments. 

Matrix 
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If the sharp tip of a growing microcrack is arrested, it will deform plastically and the sharp edge 
will be blunted, removing the stress singularity and severely lowering the stress at the edge of 
the microcrack. If the load is increased after the microcrack has arrested, the blunted microcrack 
will become a spherical void. Such a void cannot cause cleavage fracture due to this blunting.  

It is hard to determine when the microcrack will propagate through a grain wall and when it 
will arrest. Ritchie et al. [7] suggested that a length scale should be used. They proposed that, 
instead of only satisfying Equation (2.1), the stress has to be above a certain threshold over a 
certain distance from the inclusion in order to cause structural collapse. In their article it is 
suggested that this distance should be related to the microstructure of the material and that its 
magnitude should be in the order of grain diameters. This was, however, disproven with tests 
made by Bowen et al. [8]. They conclude that the size of the ‘process zone’ should increase 
with temperature which means that the length scale should depend on temperature instead of 
being fixed length to a microstructural entity. Furthermore, Kroon and Faleskog [5] later 
introduced viscoplastic effects into their model, introducing temperature dependent parameters. 
In this work, however, the Kroon’s and Faleskog’s model described in [1] will be used in which 
the length scale is assumed to be independent of temperature but generally obtains a value 
greater than the size suggested by Ritche et al. [7].  

In Figure 2.5 the simplified event of cleavage fracture, as explained above, is summarized and 
illustrated as a flow chart.  

 

 
Figure 2.5. The event of cleavage fracture simplified and described in the form of a flow chart. 

 

2.1.4 THE PROBABILISTIC PART OF BRITTLE FRACTURE 

The position of the inclusions influences the tendency for cleavage fracture. This can be 
understood by the fact that the position of the peak stress is dependent on the load. This is 
illustrated in Figure 2.6, showing the normal stress ahead of a crack at a certain load level. As 
the load increases, the peak will move further away from the crack tip and the stress profile will 
become wider. Given that the inclusion has enough energy to propagate a microcrack into the 
macroscopic crack, only a certain region in the material can fulfil the critical stress in Equation 
(2.1). From Figure 2.6 it can be seen that inclusion 𝑎 fulfils Equation (2.1) before inclusion 𝑏 
fulfils Equation (2.1). But if there is no inclusion 𝑎 then the external load can be increased until 

Inclusion fractures Inclusion survives  
(for now) 

𝜎 ≥ 𝜎௙ 
Inclusion creates a 

microcrack 

𝜎 < 𝜎௙ 
Inclusion might separate from  

the matrix creating a void 

Microcrack arrests 
and creates a void 

Microcrack propagates through the 
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inclusion 𝑏 causes cleavage fracture. Hence, the critical load level for cleavage fracture is highly 
dependent on the position of the inclusions and that the event of cleavage fracture is associated 
with significant scatter in the fracture toughness. 

 

 
Figure 2.6. The stress in front of a blunted macroscopic crack tip plotted against the distance from the crack tip. 
The stars indicate the position of inclusions 

 

An interesting note to make here is that the number of inclusions, near the macroscopic crack, 
in a specimen also determines the fracture toughness. This means that cleavage fracture is 
dependent on the geometry of the crack front. An example of this is the width of a SEN(B) 
specimen. The probability that an inclusion is positioned close to the crack front is increased if 
the width of the crack front is increased. Thus, a wide crack front will predict a lower expected 
fracture toughness than a thin crack front. 

As mentioned in Chapter 2.1.1 the shape and orientation of inclusions introduces another 
probabilistic event into cleavage fracture. It is shown in Stec’s [3] micromechanical model that 
the shape and orientation can greatly affect the stress within the inclusion and thus also the 
external load required to fracture the inclusion. This is, however, as previously mentioned 
neglected in this report since all inclusions are assumed to have a spherical shape. 

 

2.2 WARM PRE-STRESSING (WPS) 

To explain the WPS effect let’s consider a structure with a crack like defect. The structure is 
loaded in tension at a temperature corresponding to the ductile upper shelf region of the material 
and unloaded either completely or partially. The structure is then cooled to the brittle lower 
shelf region of the material fracture toughness transition curve and, when reloaded, fracture 
occurs at a higher load than what is expected. This phenomenon is called the warm pre-stressing 
effect (WPS effect). In Figure 2.7, the LUCF (Load Unload Cool Fracture), LCF (Load Cool 
Fracture) and CF (Cool Fracture) load path, are illustrated. These load paths are frequently used 
in experiments to demonstrate the WPS effect. LUCF and LCF represent two extremes and a 
realistic load path is something in between these two. An example of a realistic load path is 
shown in Figure 2.8 which shows a simulation of an elliptic surface crack in a RPV subjected 
to a LOCA (Loss of Coolant Accident) load case.  
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Figure 2.7. Cool Fracture, Load Cool Fracture and Load Unload Cool Fracture load paths illustrated together with 
a material fracture toughness curve (red line). 

 

 
Figure 2.8. Example of realistic load path, blue line, for a elliptic surface crack in a RPV subjected to a LOCA 
load case. 

 

The existence of the WPS effect is thoroughly established. Several published works have earlier 
shown the existence of the WPS effect. Experiments have been done by Smith et al. [9] and 
Yuritzinn et al. [10] where they confirmed the mechanism by doing several LUCF load cycles. 
Chapuliot et al. [11] performed several tests on as-received, thermal treated and irradiated 

LCF 
LUCF 

CF 
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VVER 440 reactor pressure vessel steel. They looked at several different load paths LUCF, 
LCF, Load-Partial-Unload-Cool-Fracture (LPUCF), Load-Partial-Transient-Unload-Fracture 
(LPTUF) and Load-Transient-Unload-Fracture (LTUF). Large scale test showing the WPS 
effect have also been performed by Moinereau et al. [12]. 

The WPS effect can be attributed to four main mechanisms.  

 

• Introduction of a beneficial compressive residual stress field in front of the crack 
tip, due to local plastic deformation from the preloading and unloading 

• Change of yield properties due to lowering of temperature 

• Deactivation of cleavage initiation sites by pre-straining  

• Blunting of the crack tip 

 

These mechanisms can be expected to have different impact, depending on the load path and 
pre-load level. All the mechanisms are related to plastic straining at pre-load. The remainder of 
Chapter 2.2 will be explain the four mechanisms in more detail. 

 

2.2.1 INTRODUCTION OF BENEFICIAL COMPRESSIVE RESIDUAL 
STRESS FIELD 

During the WPS load transient the unloading of the structure will result in a compressive 
residual stress field around the macroscopic crack tip due to the plastic deformation created 
during the pre-loading. After unloading the structure, the material will attempt to return to its 
origin but since the macroscopic crack tip has undergone high plastic deformation it will not 
return to its undeformed state. This causes the surrounding material to compress the highly 
plastically deformed region near the macroscopic crack tip, resulting in a compressive residual 
stress field around the macroscopic crack tip. This compressive residual stress field remains as 
the temperature is lowered. When the specimen is reloaded in the brittle lower-shelf region the 
compressive residual stress field will reduce the opening stress around the macroscopic crack 
tip. By lowering the opening stress near the crack tip, the volume in which the stresses are high 
enough to fulfil Equation (2.1) is reduced and thus the probability of cleavage fracture is also 
reduced. Figure 2.9 illustrates how the residual stress field affects the opening stress in front of 
the macroscopic crack tip. 
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Figure 2.9. Opening stress in front of the macroscopic crack tip for a cool fracture cycle and a Load-Unload-Cool-
Fracture (LUCF) load cycle after cooling and reloading. 

 

When reloading the specimen in the brittle lower-shelf region, the material will deform 
plastically at the crack tip of the macroscopic crack. The active plastic zone will therefore start 
at the crack tip and then grow as the load is increased. This yields a high stress gradient at the 
border of the active plastic zone. This means that a volume which experiences a low stress due 
to the residual stress field can quickly change into a high stress state when entering the active 
plastic zone. Thus, a wider spread in experimental data, compared to the cool fracture load 
cycle, is expected. 
 

2.2.2 CHANGE OF YIELD PROPERTIES DUE TO LOWERING OF 
TEMPERATURE 

The yield surface of a material increases as the temperature decreases and vice versa. This 
means that a structure loaded in the ductile region will experience more plastic strains than if it 
was loaded in the brittle region with the same external force.  

Now assume that the structure, loaded in the ductile upper-shelf region, is moved to the brittle 
lower-shelf region by changing the temperature in such a way that the stress field is unchanged. 
By lowering the temperature, the yield strength will increase and the yield surface will expand. 
Hence, the elastic and plastic strains will not change and therefore the stress field also remains 
unchanged. This means that the specimen loaded in the ductile region and then moved to the 
brittle region will experience a lower stress field than the specimen directly loaded in the brittle 
region even if the specimens are exposed to the same external load. This is illustrated below in 
Figure 2.10. 
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Figure 2.10. Opening stress in front of the macroscopic crack tip for a CF load cycle and a LCF load cycle. 

 

This means that the structure loaded in the ductile region can, theoretically, not fracture by only 
lowering the temperature. From Chapter 2.1 it can be deduced that cleavage fracture can only 
occur if the load at an initiation point is increased. This, however, appears to be a very unstable 
event. Chapuliot et al. [11] have recorded specimens failing due to cleavage fracture during the 
cooling phase of the LCF load cycle. This suggests that the margins to fracture during the 
cooling phase are small. Hence, a small increase in load during the cooling phase could cause 
cleavage fracture.   

 

2.2.3 DEACTIVATING OF CLEAVAGE INITIATION SITES  

During the WPS cycle, when the structure is pre-loaded in the ductile upper-shelf region, 
inclusions near the crack tip can separate from the matrix material and/or fracture due to high 
strains near the crack tip. The inclusions that do separate and/or fracture during this pre-load do 
not lead to fracture of the structure. For example, if the inclusions separate from the matrix 
material a void is created, which cannot cause cleavage fracture. If the inclusion does not 
separate and instead fractures and creates a microcrack in the matrix material then the 
microcrack will arrest at nearby grain walls, due to the high temperature causing increased 
plastic dissipation. As stated before, an arrested microcrack will quickly blunt and generate a 
void in the material. Hence, all inclusions that fracture in the ductile region during the pre-load 
can be considered inactive in the cleavage fracture event. These inclusions are called 
deactivated inclusions.  
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2.2.4 BLUNTING OF THE CRACKTIP 

Since the pre-loading is done in the ductile region cleavage fracture cannot occur and a much 
higher load can be applied without experiencing structural collapse. This gives a large plastic 
region and high plastic strains around the crack tip. The plastic strains will blunt the sharp crack 
tip and the theoretic stress singularity will be lost. The stress field around the vicinity of the 
crack tip will therefore be reduced which makes the region, in which the stress is high enough 
to cause cleavage fracture, smaller thus reducing the probability of cleavage fracture.  
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3 NUMERICAL WORK 

As mentioned in the introduction, the mechanisms of the WPS effect related to the introduction 
of a beneficial compressive residual stress field in front of the crack tip and the change of 
material properties due to lowering of temperature is studied with numerical methods. This is 
done using FE-analyses. In order to compare the two mechanisms a post-processor was created 
for computing the probability of cleavage fracture. The model used in order to calculate the 
probability of cleavage is a modified version of the model proposed by Kroon and Faleskog 
[1]. The model will be further explained below.  
 

3.1 PROBABILISTIC MODEL OF BRITTLE FRACTURE 

The weakest link model is typically used in order to calculate the probability of cleavage 
fracture. The idea is that the specimen is divided into infinite amounts of infinitesimal volume 
elements and each element has a certain risk of failing. It is assumed that if one element fails 
the entire specimen experiences structural collapse and that the probability of failure for each 
element is independent of other elements.  

It is assumed that the probability of an infinitesimal element failing only depends on the load 
applied to the element and the volume of the element. In this way the probability that an 
inclusion exists in the infinitesimal element volume does not need to be considered.  

A weakest link model commonly used is the two parameter Weibull model shown in Equation 
(3.1). 

 

𝑃௙ = 1 − 𝑒𝑥𝑝 ൬−
஻

஻బ
ቂ

௄಺

௄బ
ቃ

ସ

൰     (3.1) 

 

However, the two parameter Weibull model have a few weaknesses. First of this model has no 
lower bound which means that for any load level, no matter how small, there is a finite 
probability for cleavage fracture. Secondly the model tends to over predict the amount of 
experimental scatter [13]. These weaknesses can be corrected by incorporating a third 
parameter, 𝐾௠௜௡, see Equation (3.2). 

 

𝑃௙ = 1 − 𝑒𝑥𝑝 ൬−
஻

஻బ
ቂ

௄಺ି௄೘೔೙

௄బି௄೘೔೙
ቃ

ସ

൰    (3.2) 

 

This model is called the three parameter Weibull model. With the third parameter it is possible 
to create a lower bound as well as lowering the standard deviation.  

Other probabilistic models exists. For example Lefevre et al. [14] proposed two probabilistic 
models. One that evaluated the probability of cleavage from stresses within the plastic zone and 
another which used the same formulation but only evaluated stresses from the active plastic 
zone, 𝑑𝜀௣ > 0. Both were modifications of the Beremin model [15].  
 

3.2 THE NON-LOCAL PROBABILISTIC MODEL 

In the model proposed by Kroon and Faleskog [1] the failure probability of the infinitesimal 
volume element, 𝑑𝑃௙, depends on a non-local measurement of the maximum principal stress, 
the equivalent plastic strain and the volume of the element, see Equation (3.3). 
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𝑑𝑃௙ = ℎ൫𝜀௘
௣

, 𝜎തଵ൯
ௗ௏

௏బ
     (3.3) 

 

𝑉଴ in Equation (3.3) is a constant put into the equation in order to make the dimension of 𝑑𝑃௙ 
correct. 𝑉଴ is chosen arbitrarily and the reason for this will be explained later in this section. 
The function ℎ in Equation (3.3) is separated into a product of two functions, ℎଵ(𝜀௘

௣
) and 

ℎଶ(𝜎തଵ). The idea is to separate the tendency of fracturing inclusions and the risk of a fractured 
inclusion leading to cleavage fracture. The function ℎଵ is meant to describe the probability of 
inclusions fracturing. From experiments made by Gurland [16] it can be seen that the number 
of cracked carbide particles seem to be proportional to strain. McMahon and Cohen [2] showed 
similar results but discovered that this trend only applies below a certain temperature. Therefore 
it is assumed in the probabilistic model made by Kroon and Faleskog [1] that the probability of 
an inclusion breaking is proportional to plastic strain. The ℎଵ function is shown in Equation 
(3.4).  

 

ℎଵ൫𝜀௘
௣

൯ = 𝑐𝜀௘
௣     (3.4) 

 

The parameter c in Equation (3.4) is meant to quantify the effect that plastic strain has on the 
fracturing of inclusions and how many of these inclusions that could eventually lead to cleavage 
fracture. Note that the function ℎଵ is not a probabilistic function and can thus only be seen as 
an indication that more inclusions break if the equivalent plastic strain is increased. 

There are certain complications when using Equation (3.4). For example when evaluating the 
probability of failure on a specimen with a prior plastic deformation, the ℎଵ function will yield 
a high value even if no external load is applied to the specimen due to the high equivalent plastic 
strains. Thus the ℎଵ function has to be modified in order accurately describe the number of 
possible initiation points even if the effects of a load history are present. Therefore, out of 
necessity a modified version of ℎଵ is being used in this work, see Equation (3.5). 

 

ℎଵ൫𝜀௘
௣

൯ = 𝑐൫𝜀௘
௣

− 𝜀௘଴
௣

൯     (3.5) 

 

In Equation (3.5) the variable 𝜀௘଴
௣  is the accumulated equivalent plastic strain at the start of 

reloading and 𝜀௘
௣ is the current equivalent plastic strain. This means that all equivalent plastic 

strain accumulated up to the point of reloading will be considered harmless.  

The function ℎଶ handles the local stress criterion for initiation of a microcrack as well as the 
non-local stress criterion for the microcrack to propagate further. The size of the inclusions in 
the material is assumed to follow an exponential distribution as the one seen in Equation (3.6). 

 

𝑝(𝑙) =
ଵ

ఈ
𝑒𝑥𝑝 ቀ−

௟

ఈ
ቁ     (3.6) 

 

In Equation (3.6) 𝛼 is the mean value of the exponential distribution and 𝑙 is the characteristic 
size of a possible inclusion. Assuming that the largest possible inclusion which can lead to 
cleavage fracture has the characteristic length 𝑙௧௛ it is possible to calculate the corresponding 
threshold stress, 𝜎௧௛, for that inclusion with Equation (2.1). Let an infinitesimal element volume 
be exposed to the non-local stress measure 𝜎തଵ such that  𝜎തଵ > 𝜎௧௛. The smallest broken inclusion 
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which would initiate a microcrack at this stress level could then be calculated with Equation 
(2.1), let this inclusion have the characteristic size 𝑙ଵ. This means that any broken inclusion 
with a characteristic size 𝑙, such that 𝑙ଵ ≤ 𝑙 ≤ 𝑙௧௛, will initiate a microcrack in the material. The 
probability that the infinitesimal element volume contains an inclusion of such size can be 
derived from Equation (3.7). The ℎଶ function is equal to this probability.  

In order to calculate the ℎଶ function, the probability 𝑝(𝑙ଵ ≤ 𝑙 ≤ 𝑙௧௛), Equation (3.6) has to be 
integrated from 𝑙ଵ to 𝑙௧௛, see Equation (3.7). 

 

∫
ଵ

ఈ
𝑒𝑥𝑝 ቀ−

௟

ఈ
ቁ 𝑑𝑙

௟೟೓

௟భ
= 𝑒𝑥𝑝 ቀ−

௟భ

ఈ
ቁ − 𝑒𝑥𝑝 ቀ−

௟೟೓

ఈ
ቁ   (3.7) 

 

By introducing 𝜎௠ = 𝑘/√𝛼, 𝜎തଵ = 𝑘/ඥ𝑙ଵ, and 𝜎௧௛ = 𝑘/ඥ𝑙௧௛, the right hand side of Equation 
(3.7) can be rewritten into Equation (3.8). 

 

ℎଶ(𝜎തଵ) = 𝑒𝑥𝑝 ൬− ቀ
ఙ೘

ఙഥభ
ቁ

ଶ

൰ − 𝑒𝑥𝑝 ൬− ቀ
ఙ೘

ఙ೟೓
ቁ

ଶ

൰,   𝜎തଵ ≥ 𝜎௧௛  (3.8) 

 

The integral in Equation (3.7) and the use of Equation (2.1) is illustrated in Figure 3.1 below. 

 

 
Figure 3.1. The exponential cumulative distribution of inclusion sizes and the Griffith flaw critical stress plotted 
against the characteristics size of the flaw. The shaded area shows the probability that an inclusion has a 
characteristic length between l1 and lth. 

 

The choice of distribution in Equation (3.6) is motivated by observation of experimental data 
made by Lin et al. [6] as well as experiments made by Lee et al. [17]. It is assumed that this 
distribution is representative for most kinds of steels. It should be noted that in an exponential 
distribution, particles with infinitesimal size are most likely to be present. This is of course 
impossible since the particles must have a finite size. However, this is assumed to be negligible. 

𝑙ଵ 𝑙௧௛ 

𝑙 

𝑙 

𝜎 

𝑝(𝑙) 

𝜎௧௛  

𝜎തଵ 

𝑝(𝑙ଵ ≤ 𝑙 ≤ 𝑙௧௛) 
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Moving on to the non-local stress measure, 𝜎തଵ, which is calculated with Equation (3.9). Instead 
of using the local stress, 𝜎ଵ, an average of the local stress is made over the volume 𝑉௅. This way 
a non-local stress measure is obtained. 

 

𝜎തଵ =
ଵ

௏ಽ
∫ 𝜎ଵ(𝒙 − 𝒙ෝ)

 

௏ಽ
𝑑𝑉,   |𝒙 − 𝒙ෝ| ≤ 𝐿    (3.9) 

 

In Equation (3.9), the volume 𝑉௅ can be chosen as a sphere or a cylinder depending on the shape 
of the crack front. For example, for a straight crack front the stress gradient along the thickness 
direction is relatively small compared to the stress gradient in the crack tip direction and crack 
normal direction. Thus, a cylindrical volume can be chosen when a straight crack front is 
modelled. For a penny-shape crack, however, a spherical volume should be chosen since the 
stress gradient varies in all three directions when using a Cartesian coordinate system. Note 
also that the length parameter, 𝐿, can be set to zero in order to receive a local stress measure 
instead. The combination of the two parameters 𝜎௧௛ and 𝐿 gives threshold value similar to 𝐾௠௜௡ 
in Equation (3.2) and the model does therefore not predict cleavage at an infinitesimal load 
unless 𝐿 or 𝜎௧௛ is chosen to be zero. 

Now the probability that an infinitesimal element volume 𝑑𝑉 fails can be calculated by inserting 
Equation (3.4) and (3.8) into Equation (3.3). This procedure results in Equation (3.10). 

 

𝑑𝑃௙ = 𝑐𝜀௘
௣

൤𝑒𝑥𝑝 ൬− ቀ
ఙ೘

ఙഥభ
ቁ

ଶ

൰ − 𝑒𝑥𝑝 ൬− ቀ
ఙ೘

ఙ೟೓
ቁ

ଶ

൰൨
ௗ௏

௏బ
,   𝜎തଵ ≥ 𝜎௧௛  (3.10) 

 

In Equation (3.10), 𝜎തଵ is calculated with Equation (3.9). The probability that the specimen will 
fail can now be calculated with the weakest link model. This results in Equation (3.11). 
 

𝑃௙ = 1 − 𝑒𝑥𝑝ቀ− ∑ 𝑑𝑃௙
(௜)

௜ ቁ     (3.11) 

 

It should be noted that the probability of any element failing, 𝑑𝑃௙
(௜), should not decrease while 

the load is being increased. This can occur if the crack tip is blunted since the position of the 
stress peak then becomes load dependent. This means that even if the load is being increased 
certain elements can experience a reduction in principal stress and thus a decreased probability 

of failure. In order to prevent a decrease in 𝑑𝑃௙
(௜) the maximum value from the start of the 

loading phase up to the current load is used in the calculation of 𝑃௙. Implementing this in 
equation (3.11) yields Equation (3.12) where 𝑗 indicates the current load increment. 

 

𝑃௙,௝ = 1 − 𝑒𝑥𝑝 ቀ− ∑ maxቀ𝑑𝑃௙,ଵ
(௜)

, 𝑑𝑃௙,ଶ
(௜)

, … , 𝑑𝑃௙,௝
(௜)

ቁ௜ ቁ   (3.12) 

 

The model contains four material parameters that have to be calibrated, namely: 𝑐, 𝜎௧௛, 𝜎௠ and 
𝐿. However, Kroon and Faleskog show that Equation (3.11) has a weak dependence on 𝜎௠ for 
specimens containing a macroscopic crack. Therefore, a new material parameter, 𝜂 =  𝜎௠/𝜎௧௛, 
is introduced. Thus, by setting the ratio 𝜂 to a fixed value, only three material parameters have 
to be calibrated. In this work the value of 𝜂 is set to 1 as Kroon et al. [18] did in their calibration 
of the model. 
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The major difference between the three parameter Weibull model and the one proposed in 
Equation (3.11) is that the three parameter Weibull evaluates the probability of failure 
exclusively on the value of 𝐾ூ. This means that small scale yielding is assumed and that the 
constraint effect has to be implemented as a tabular value. The model proposed by Kroon and 
Faleskog calculates the probability of failure by evaluating the stress and strain field. This 
means that it can capture all changes in the stress and strain field such as constraint effects or a 
residual stress field. It is thus possible for this model to evaluate some of the WPS mechanisms 
which are not possible to evaluate with the Weibull model. The downside is that several finite 
element models have to be created in order to calibrate and calculate the probability of failure. 
 

3.2.1 THE POST-PROCESSOR 

A post-processing script was written in fortran. The purpose of the post-processing script was 
to generate a cumulative distribution function by evaluating Equation (3.12) with data generated 
by a finite element model. The first principal stress, equivalent plastic strain and coordinates 
were evaluated at the centroid of each element.  

In order to discretize Equation (3.9) the distance between each element centroid was evaluated. 
Since the only straight crack fronts are being modelled; the volume 𝑉௅ is formed as a cylinder. 
This means that the constraint in Equation (3.9) only applies in the x-y-plane, see Figure 3.2. 
Element 𝑗 need to have the same undeformed z-coordinate as element 𝑖 in order to be a part of 
the integral in Equation(3.9). The discretized version of Equation (3.9) is shown in Equation 
(3.13). 

 

𝜎തଵ(𝒙𝒊) =
∑ ఙభ൫𝒙𝒋൯୼௏(ೕ)ಿ

ೕ

∑ ୼௏(ೕ)ಿ
ೕ

, ቐ   
ට൫𝑥௜ − 𝑥௝൯

ଶ
+ ൫𝑦௜ − 𝑦௝൯

ଶ
≤ 𝐿

𝑧௜ − 𝑧௝ = 0
ቑ  (3.13) 

 

In Equation (3.13) Δ𝑉(௝) is the undeformed volume of element 𝑗. 𝑥௝, 𝑦௝ and 𝑧௝ are the 
undeformed centroid coordinates for element 𝑗. 𝑁 is the number of elements that fulfils the 
constraint.  

It can be argued that the centroid coordinates should be taken from the deformed state in order 
to capture the increased elemental density at the crack tip. This effect was, however, assumed 
to be small and the extra elements entering the summation in Equation (3.13) will not change 
the value of 𝜎തଵ noticeably. However, by using undeformed centroid coordinates, a lot of 
computational time can be saved since the constraint shown in Equation (3.13) only needs to 
be evaluated once. 

The script also handled the parameter calibration as explained below in Chapter 3.2.2.  

In order to find numerical probabilities of failure at load levels corresponding to the 
experimental load levels, see Equation (3.17), a piecewise linear function was created by linear 
interpolation between the load levels given by the finite element model.  

 

3.2.2 CALIBRATION OF MODEL 

Two sets of experiments are needed in order to calibrate the model in such a way that it captures 
the constraint effect. One set of high constraint experiments, set 𝐴, and one set of low constraint 
experiments, set 𝐵. A cumulative distribution function needs to be created from the 
experimental data. This can be done by using an approximation suggested by Wallin [19] for 
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median ranks shown in Equation (3.14) where 𝑖 is the specimen number and 𝑁 is the number 
of specimen in the experiment. Note that specimens are sorted from smallest to largest measured 
fracture toughness before evaluating Equation (3.14). 

 

𝑃௙௘௫௣ =
௜ି஼

ேାଵିଶ஼
     (3.14) 

 

The most accurate results are obtained by setting the variable 𝐶 equal to 0.3 [19]. In the work 
presented within this report, however, the experimental data is fitted to a log-normal 
distribution. In order to evaluate a log-normal cumulative distribution function, the probability 
density function is integrated. The log-normal probability density function is shown in Equation 
(3.15). 

 

𝑝௙,௟௢௚ି௡௢௥௠௔௟ =
ଵ

௫ఙ√ଶగ
𝑒𝑥𝑝 ቀ−

(୪୬(௫)ିఓ)మ

ଶఙమ
ቁ    (3.15) 

 

In Equation (3.15), 𝜇 is the mean value of the natural logarithm of the experimental data, 𝜎 is 
the standard deviation of the natural logarithm of the experimental data and 𝑥 is the measured 
fracture toughness. In order to obtain the cumulative distribution function Equation (3.15) is 
either acquired by cumulatively integrating the log-normal probability density function or 
acquired by calculating the finite sum shown in Equation (3.16). 

 

𝑃௙(𝑥) = 0.5 −
ଵ

√గ
∑

(ିଵ)ೖ∙ఉభశమೖ

(ଵାଶ௞)௞!

௡
௞ୀ଴ ,      𝛽 =

୪୬(௫)ିఓ

√ଶఙ
   (3.16) 

 

In this project the cumulative distribution function is acquired through the finite sum shown in 
Equation (3.16). 

In order to generate a good log-normal distribution to the experimental data; more experiments 
are typically needed than if Equation (3.14) is used. The log-normal distribution, however, 
yields a more realistic distribution since Equation (3.14) has the weakness that one critical load 
value is described with two different probabilities if two specimens fail at the same measured 
fracture toughness. 

The parameters needed to calculate Equation (3.11), as well as the J-integral value, are extracted 
from a finite element model with the same geometry and load case as the experimental 
specimens. The right hand side of Equation (3.11) is then compared with the experimental 
probability of failure calculated from Equation (3.16). In this work a least square method is 
used to compare the probabilities, as done by Kroon et al. [18], see Equation (3.17). 

 

𝑅஺ = ∑ ቀ𝑃௙௘௫௣஺
(௜)

− 𝑃௙ቁ
ଶ

ฬ
௃ୀ௃೎

(೔)
 ,      𝑅஻ = ∑ ቀ𝑃௙௘௫௣஻

(௜)
− 𝑃௙ቁ

ଶ

ฬ
௃ୀ௃೎

(೔)

ேಳ
௜

ேಲ
௜  (3.17) 

 

In Equation (3.17) 𝑁஺ and 𝑁஻ is the number of experiments done on the high constraint and the 

low constraint experimental sets respectively. 𝑃௙௘௫௣஺
(௜)  and 𝑃௙௘௫௣஻

(௜)  are the experimental 
probabilities of failure calculated from Equation (3.16) with 𝑥 being the measured fracture 

toughness 𝐽௖
(௜). The index (𝑖) indicates the specimen 𝑖 out of a total of 𝑁஺ or 𝑁஻ specimens. The 
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probability 𝑃௙ is acquired from the finite element models by using the probabilistic model, see 
Equation (3.12). The total error, 𝑅௅ௌ, is calculated as the sum of 𝑅஺ and 𝑅஻.  

The value of parameter 𝑐 was calculated using the Golden Ratio for several combinations of 𝐿 
and 𝜎௧௛. Note that the Golden Ratio is only guaranteed to find the global minimum if no local 
minimums exist. This is not quite the case here since the parameter 𝑐 changes the standard 
deviation as well as the expected value of the cumulative distribution functions. Since the 
calibration is done on two sets of experiments at the same time it is possible for local minimums 
to appear since each set has its own optimal value of 𝑐. However, the local minima that might 
exist will be relatively close to the global minimum and the Golden Ratio is thus deemed to be 
good enough for the calibration.  

It should also be noted that only the value of 𝑐 is changed in the calibration and it is thus 
important that 𝑉଴ remains unchanged after the calibration. This also explains why the actual 
value of 𝑉଴ can be chosen arbitrarily and its only purpose is to give 𝑑𝑃௙ the right dimension. It 
should also be noted that the number of symmetry planes used in the finite element model has 
to be taken into account since only a portion of the specimens true volume is being simulated. 
In Equation (3.10) there should be an extra constant multiplied to the value of 𝑑𝑃௙ 
corresponding to the ratio between the specimen’s true volume and the volume simulated in the 
finite element model. This is important if the volume fraction would change in another finite 
element model where for example only one symmetry plane is being used. 

Appropriate intervals for 𝐿 and 𝜎௧௛ are chosen and 𝑐 is calculated using the Golden Ratio for 
each combination of 𝐿 and 𝜎௧௛. The combination that yields the smallest total error, 𝑅௅ௌ, then 
represents the material parameters for the model.  
 

3.3 FINITE ELEMENT MODEL 

3.3.1 GEOMETRY AND MATERIAL 

A total of four SEN(B) finite element models were created. Only a quarter of each specimen 
was modelled using symmetry boundary conditions. The geometry for the SEN(B) models is 
shown in Figure 3.2. In Table 3.1 the details of each SEN(B) model is shown. All models are 
modelled with hexahedral 8-node elements using full integration and a sharp crack with 8-node 
elements using collapsed uncoupled nodes at the crack tip. Cauchy stress, logarithmic strain 
and von Mises flow rule was used in all models. All load cases were modelled as quasi-static. 

An example of the mesh used for the SEN(B) models is shown in Figure 3.3. Typically, around 
40 000 – 50 000 elements were used in each model. Each model used in the calibration had 28 
elements in thickness direction with a bias towards the free surface of the model. The model 
used to evaluate the WPS mechanisms had 56 elements in thickness direction without a bias.  

It should be noted that the near crack tip meshes in the calibration models differs, see 𝑙௘ in 
Table 3.1. The probabilistic model proposed by Kroon and Faleskog [1] is material dependent 
which means that it should be independent of the mesh around the crack tip if the mesh is fine 
enough to yield a good resolution of the stress field around the crack tip. This means that even 
if the mesh differs in between finite element models, as well as from the meshes used by Kroon 
and Faleskog, the probabilistic model will remain unaffected. 
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Figure 3.2. The parameterized SEN(B) geometry as well as the symmetry planes used in the Finite Element 
Analysis. In b) the box with full lines represents the actual FE model. 
 

 
Figure 3.3. An example of the mesh used in the SEN(B) models. 
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Table 3.1. Geometry parameters for all SEN(B) finite element models. le is the length of the 
crack tip element.  

Used for: 𝑊 [𝑚𝑚] 𝑎/𝑊 𝑙௘[𝜇𝑚]  

Calibration 40 0.50 21.0 

Calibration 40 0.25 12.6 

Calibration 40 0.10 3.9 

Evaluation of 
WPS Mechanisms 

40 0.50 11.5 

 

The material used in all finite element simulations is equivalent to the material used by Kroon 
et al. [18] when they verified the probabilistic model. The material is defined by the Ramberg-
Osgood material formulation shown in Equation (3.18). 

 

𝜀 =
ఙ

ா
+

ఙೊ

ா
𝛼 ቀ

ఙ

ఙೊ
ቁ

௡

    (3.18) 

 

Equation (3.18) was used to create an elastic multilinear plastic material model with isotropic 
hardening in order to capture load history effects on the material. The value of the parameters 
used in the material formulation is equivalent to the parameters acquired by Kroon et al. [18] 
and are shown in Table 3.2 and illustrated in Figure 3.4. 

 

Table 3.2. Parameters used in the Ramberg-Osgood material formulation.  

𝑇[℃] 𝐸 [𝐺𝑃𝑎] 𝑣 𝜎௒ [𝑀𝑃𝑎] 𝛼 𝑛 

-30 208 0.3 597 0.62 8.5 

25 208 0.3 557 0.56 9.4 

55 208 0.3 552 0.50 10.0 
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Figure 3.4. An illustration of the material curves described in Table 3.2 

 

3.3.2 LOAD AND LOAD CYCLES 

The load was applied as the indentation 𝛿 in Figure 3.2. The indentation 𝛿 was applied by a 
rigid cylinder with radius 𝑊/4 which was pushed into the specimen. A state-based tracking 
algorithm for surface-to-surface contact with finite sliding was used with the rigid surface being 
the master surface and the side of the SEN(B) model acting as the slave surface. The tangential 
behaviour was set to frictionless. For more information about the algorithm see Contact 
formulations and numerical methods in Abaqus/Standard in the Abaqus documentation [20].  

For the calibration, CF load cycles were used at a temperature equal to −30°𝐶. The applied 
load in these load cycles were determined by the measured fracture toughness in the 
experiments. 

An isothermal as well as three LCF and three LUCF load cycles were generated in order to 
measure the influence of each of the two mechanisms alone. The LCF and LUCF load cycles 
were done with three different pre-load levels at a temperature equal to 55°𝐶 before being 
reloaded at a temperature equal to −30°𝐶. The load curves for LCF and LUCF can be seen in 
Figure 3.5 and Figure 3.6 respectively. The load levels  𝐽 = 21 𝑘𝑁/𝑚 and  𝐽 = 105 𝑘𝑁/𝑚 
shown in Figure 3.5 and Figure 3.6 corresponds to load levels A/B and C/D respectively in the 
reactor pressure vessel. These load levels are commonly measured in stress intensity factors but 
has in this work been recalculated to J-integral values using the small scale yielding assumption 
( 𝐽 = 𝐾ூ

ଶ/𝐸′). The highest load level, 175 𝑘𝑁/𝑚, is an extreme load done in order to evaluate 
how the WPS effect scales. It should again be noted that the J-integral is not correctly evaluated 
if the there is a residual stress field. Therefore, all load cycles which were used in evaluation of 
the WPS mechanisms has been plotted against the applied force divided by the limit load. 
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Figure 3.5. The Load-Cool-Fracture (LCF) load cycle with three different pre-loads. 

 

 
Figure 3.6. The Load-Unload-Cool-Fracture (LUCF) load cycle with three different pre-loads. 

 

After the effect of each mechanism had been measured; more advanced load cycles were 
applied to the model. In order to see the effect of the load path, so called LTUF, LPUCF and 
LPTUF load cycles were done, these are shown in Figure 3.7, Figure 3.8 and Figure 3.9 
respectively. 

The LTUF load cycles were conducted so that they could be compared with the LUCF load 
cycles. This way path dependence, if any exists, could be detected. The LPUCF load cycles 
were conducted to compare the influence of each mechanism. Furthermore, LPTUF load cycles 
were conducted to further investigate path dependence. The LPUCF and LPTUF load cycles 
were conducted with A/B (Jprel=21 kN/m) and C/D (Jprel=105 kN/m) as preload level. 
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Figure 3.7. The Load-Transient-Unload-Fracture (LTUF) load cycles. 

 

 
Figure 3.8. The Load-Partial-Unload-Cool-Fracture (LPUCF) load cycles.  
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Figure 3.9. The Load-Partial-Transient-Unload-Fracture (LPTUF) load cycle. 

 

3.4 NUMERICAL RESULTS 

To present and evaluate the results from the calibration the J-integral was used. The J-integral 
was evaluated using a contour integral [20] with enough contours to achieve path-
independence. The J-integral value chosen to represent the load level was then taken as an 
average of the J-integral values along the crack front evaluated from the finite element model.  

In load cases with a load history, for example the LUCF load cycle, a residual stress field will 
be present which means that the J-integral will become path dependent. To avoid incorrect J-
integral values the probability of failure evaluated from these load cases will be plotted against 
the applied force divided by the limit load. This was done for all models used to evaluate the 
WPS mechanisms.  

In the SEN(B) finite element models used for calibration of model parameters, effects from 
large deformations and finite strains were accounted for in a standard manner as in Kroon et al. 
[18]. This means that the sharp crack tip will blunt as the load is increased. As mentioned in 
Chapter 2.2.4 this is one of the WPS mechanisms. The geometric stiffness matrix will therefore 
not be updated in the finite element model used to evaluate the WPS mechanisms since this 
mechanism is not the focus of the project.  

 

3.4.1 CALIBRATION 

The calibration was done on the deeply cracked and shallowly crack finite element models. The 
material parameters for the probabilistic model were calibrated using the experimental results 
given in work conducted by Kroon et al. [18] for temperature equal to −30°𝐶. In Figure 3.10 
some of the cumulative distribution functions generated by the post-processing script during 
the calibration are shown as well as the optimal values of 𝜎௧௛ and 𝑐 for the given value of 𝐿. 
These parameter values were then used in the post-processing script to generate the cumulative 
distribution functions for the finite element model with a crack to width ratio of 0.25 and the 
results are shown in Figure 3.11. 
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Figure 3.10. Cumulative distribution functions belonging to the two models used for parameter calibration: Deeply 
cracked SEN(B), with a crack to width ratio of 0.5, which is represented with red lines and shallowly cracked 
SEN(B) , with a crack to width ratio of 0.1, which is represented with blue lines. The crosses represent the log-
normal function created by experimental data. 

 

 
Figure 3.11. Cumulative distribution functions for model with a crack to width ratio of 0.25. The crosses represent 
the log-normal function created by the experimental data. The lines have the same parameters as shown in Figure 
3.10. 
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From the results presented in Figure 3.10 and Figure 3.11 it can be seen that the post-processing 
script is working as intended. From the calibration the material parameters for the probabilistic 
model were determined to be 𝐿 = 225 𝜇𝑚, 𝜎௧௛ = 2.24𝜎௒ and 𝑐 = 64.5𝑒3. It should be noted 
that the material parameters obtained in this work differs from the material parameters obtained 
by Kroon et al [18]. This is due to a different choice of 𝑉଴ but has not been investigated further. 

 

3.4.2 WPS LOAD CYCLES 

The cumulative distribution functions for each load cycle described in Chapter 3.3.2 will be 
shown in this section. As previously mentioned these graphs will have the applied force divided 
by the limit load on the x-axis instead of the J-integral. Furthermore, the cumulative distribution 
functions are always calculated from the reloading phase at −30 °𝐶. The upwards-pointing 
triangle represents 95% probability of cleavage fracture, the square represents 50%, and the 
downwards-pointing triangle represents 5%. Furthermore, there is a cross at the end of all load 
cycles indicating 99.9% probability of failure. For pedagogical reasons the temperature in 
which the models were preloaded as well as reloaded are slightly shifted in the load cycle 
graphs. All models were preloaded at 55°𝐶 and reloaded at −30°𝐶. 

The Load-Cool-Fracture (LCF) load cycles are shown in Figure 3.12. The Load-Unload-Cool-
Fracture (LUCF) load cycles are shown in Figure 3.13. The Load-Transient-Unload-Fracture 
(LTUF) load cycles are shown in Figure 3.14.  

 

 
Figure 3.12. The Load-Cool-Fracture (LCF) load cycles with the cumulative distribution functions are shown in 
the graph to the left and the load cycles in the graph to the right. 
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Figure 3.13. The Load-Unload-Cool-Fracture (LUCF) load cycles with the cumulative distribution functions are 
shown in the graph to the left and the load cycles in the graph to the right. 

 

 
Figure 3.14. The Load-Transient-Unload-Fracture (LTUF) load cycles with the cumulative distribution functions 
are shown in the graph to the left and the load cycles in the graph to the right. 

 

The results presented in Figure 3.12 show that the expected value of fracture is greatly increased 
by the LCF load cycle. Furthermore, the standard deviations are also lowered as a result of the 
LCF load cycles.  

The results presented in Figure 3.13 show that the LUCF load cycle also increases the expected 
value of fracture as the LCF load cycle but the distance between the upwards pointing triangle 
and the downwards pointing triangle, i.e. the scatter, is only slightly reduced. The result for the 
LUCF load cycle with a preload of level 𝐽 = 21 𝑘𝑁/𝑚 (A/B) is very similar to the experimental 
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result obtained by Smith et al. [9]. In Smith’s experiment a similar preload level was used and 
an increase in fracture toughness was observed. 

It can be observed from Figure 3.14 that the cumulative distribution function for the LTUF load 
cycle is very similar to the cumulative distribution function for the LUCF load cycle. In Figure 
3.15 the differences between LUCF and LTUF load cycles are shown. It can be seen from this 
figure that there is a slight difference in the expected value. The expected value is slightly 
increased by the LTUF load cycles compared to the LUCF load cycles. This is due to 
differences in the yield strength during the unloading between the LUCF and LTUF load cycles. 
Therefore, a slightly different residual stress field is obtained when unloading while 
simultaneously reducing the temperature compared to unloading for a fixed temperature. This 
can explain the difference seen in Figure 3.15.  

 

 
Figure 3.15. Three graphs showing the cumulative distribution function for both LUCF and LTUF load cycles at 
different preload levels. 
 

The Load-Partial-Unload-Cool-Fracture (LPUCF) and Load-Partial-Transient-Unload-
Fracture (LPTUF) load cycles are shown in Figure 3.16-Figure 3.19. 
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Figure 3.16. The Load-Partial-Unload-Cool-Fracture (LPUCF) load cycle with the cumulative distribution 
functions are shown in the graph to the left and the load cycles in the graph to the right. The preload is of level 
C/D (J = 105 kN/m). 

 

 
Figure 3.17. The Load-Partial-Transient-Unload-Fracture (LPTUF) load cycle with the cumu-lative distribution 
functions shown in the graph to the left and the load cycles in the graph to the right. The preload is of level C/D (J 
= 105 kN/m). 
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Figure 3.18. The Load-Partial-Unload-Cool-Fracture (LPUCF) load cycles with a preload level equal to A/B (J = 
21 kN/m). The cumulative distribution functions are shown in the graph to the left and the load cycles in the graph 
to the right. 

 

 
Figure 3.19. The Load-Partial-Transient-Unload-Fracture (LPTUF) load cycles with a preload level equal to A/B 
(J = 21 kN/m). The cumulative distribution functions are shown in the graph to the left and the load cycles in the 
graph to the right. 

 

Figure 3.16 show that the expected fracture load is increased remarkably for the LPUCF load 
cycles, similar to the increase seen in the LCF load cycles. When unloading more than 25% of 
the preload the distance between the upwards-pointing triangle and the downwards-pointing 
triangle is, however, more similar to the distances observed in the LUCF load cycles. From 
Figure 3.20 it can be seen that the LPUCF load cycle with a preload level of C/D is more similar 
to the LCF load cycle than the LUCF load cycle even when approximately 50% of the preload 
has been unloaded. 
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Figure 3.20. This figure compares the LUCF and the LCF load cycles with a preload level of C/D (J = 105 kN/m) 
to the three different LPUCF load cycles with a preload level of C/D (J = 105 kN/m). 

 

Figure 3.17 show similar result as Figure 3.16. In Figure 3.21 below the results from Figure 
3.16 and Figure 3.17 are compared as can be seen a slight difference is visible. When only 25% 
of the preload is unloaded the difference between LPTUF and LPUCF takes a different shape. 
The expected value remains unchanged, but the lower tail still differs. 

 

 
Figure 3.21. This figure compares the LPUCF load cycles with the LPTUF load cycles. The preload level of all 
graphs in this figure is C/D (J = 105 kN/m). 
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From Figure 3.18 and Figure 3.19 it can be seen that partial unloading and partial transient 
unloading from load level A/B does not change either the expected value or the standard 
deviation. This could be due to that the plastic zone around the macroscopic crack tip is still 
relatively small. There is no significant residual stress field around the crack tip unless the entire 
load is removed and even then, the size of the residual stress field is relatively small. From 
Figure 3.22 it can be seen that the LPUCF load cycles is very similar to the LCF load cycle 
almost independent of the partial unloading. Only when 75% of the preload is unloaded is there 
a visible difference in the lower tail between the LPUCF load cycle and the LCF load cycle. 
From Figure 3.23 it can be seen that the partial unloading from a preload level equal to A/B 
appears to be path independent. Only at 75% unloading does a slight difference become visible. 

 

 
Figure 3.22. This figure compares the LUCF and the LCF load cycles with a preload level of A/B (J = 21 kN/m) 
to the three different LPUCF load cycles from. 

 



 

 Page 36 of 57 

 
Figure 3.23. This figure compares the LPUCF load cycles to the LPTUF load cycles. The preload level of all load 
cycles is equal to A/B (J = 21 kN/m). 

 

3.5 DISCUSSION NUMERICAL RESULTS 

It should be noted that the deactivation mechanism was not taken into consideration when 
deciding the function ℎଵ. That means that the figures used to compare the load cycles are only 
comparing the two mechanisms of interest in the numerical work.  

The LCF load cycle greatly increases the expected value of cleavage fracture and reduces the 
spread. The LUCF load cycle also increases the expected value of cleavage fracture but not to 
the same extent as the LCF load cycle. This means that the LCF load cycle is the most beneficial 
load cycle and thus also that the “change of yield strength” mechanism is the most beneficial 
mechanism. 

The LUCF load cycle can be considered path independent during the unloading/cooling phase 
assuming that the load is not increased during cooling and that the yield strength is the only 
material property that changes with temperature. 

Partial unloading of the preload, with a preload level of C/D, yields results very similar to the 
LCF load cycle, with equivalent preload level, even when approximately 50% of the J-integral 
value has been unloaded. Partial unloading of the preload, with a preload level of A/B, yields 
results almost equivalent to the LCF load cycle, with equivalent preload level, even as 
approximately 75% of the J-integral value is unloaded. 

For a realistic load path, as the example in Figure 2.8 which resembles a pre-load level of A/B 
and then a 75 % partial unloading of the pre-load, it can be concluded from the discussion above 
that the single most influenceable mechanism is the change of yield strength. Furthermore, the 
actual load path can be considered path independent during the unloading/cooling phase 
assuming that the load is not increased during cooling. 
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4 EXPERIMENTAL WORK 

All the experiments were conducted at the department of solid mechanics at The Royal Institute 
of Technology in Stockholm (KTH). The experimental program was not aimed at proving the 
WPS effect since there is already extensive work on this topic as has been pointed out earlier 
in the report. However, there is a need to thoroughly evaluate the importance of all the 
mechanisms behind WPS. This in order to understand the limitations and possibilities in using 
the WPS effect in assessments. Very little is known about how big of an impact the deactivation 
of initiation sites has on the WPS effect. The goal with the experimental work was to isolate 
this effect and asses it’s importance. Furthermore, the effect of blunting of the crack tip was 
also examined experimentally.  

 

4.1 EXPERIMENTAL SETUP 

The experimental program consisted of a total of 9 groups of 7 specimens each giving a total 
of 63 performed tests. Each individual test group had a specific setup as is outlined in Figure 
4.1.  

 

 
Figure 4.1. Outline of the test program and the setup for each set of tests. 

 

Set 1 
Geometry:  3PB 
Initial crack configuration:  Sharp 

Heat treatment 

Cool to brittle regime 

Load to fracture 

Set 5C/D and 5A/B 
Geometry:  3PB 
Initial crack configuration:  Sharp 
Pre-load level  C/D and A/B 
 

Pre load in ductile regime 

Cool to brittle regime 

Load to fracture 

Set 3C/D and 3A/B 
Geometry:  3PB 
Initial crack configuration:  Sharp 
Pre-load level  C/D and A/B 

Cool to brittle regime 

Load to fracture 

Pre load in ductile regime 
 

Heat treatment 

Set 4 
Geometry:  3PB 
Initial crack configuration:  EDM 
Pre-load level  C/D  
 

Cool to brittle regime 

Load to fracture 

Pre load in ductile regime 
 

Heat treatment 

Set 6 
Geometry:  3PB 
Initial crack configuration:  EDM 
Pre-load level  C/D  
 

Pre load in ductile regime 

Cool to brittle regime 

Load to fracture 

Set 2a and 2b 
Geometry:  3PB 
Initial crack configuration:  EDM* 
 
 
 
 
 
 
 
 
 
 
*Two EDM crack notch diameters: (a) 150µm (b) 210 µm. 

Heat treatment 

Cool to brittle regime 

Load to fracture 
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The test program was designed with the aim to be able to isolate the possible effect from 
deactivation of initiation sites and to be able to quantify its importance for the WPS effect. 
Below each set will briefly be described, which WPS mechanisms are active and the purpose 
with the set: 

 

Set 1 

Active WPS mechanisms: None 

Purpose: Reference case with no active mechanism to be used in comparison 
with other sets 

 

Set 2a 

Active WPS mechanisms: Blunting of crack tip (EDM crack 150 µm). 

Purpose: Reference set with only the blunting mechanism. The effect of 
blunting was created by introducing a crack tip notch by electro 
discharge machining (EDM). To be compared with both Set 1 and 
Set 2b to evaluate the effect of blunting. To be compared with both 
Set 3A/B and Set 3C/D to evaluate the existence of the deactivation 
mechanism. 

 

Set 2b 

Active WPS mechanisms: Blunting of crack tip (EDM crack 210 µm). 

Purpose: Reference set with only the blunting mechanism. The effect of 
blunting was created by introducing a crack tip notch by EDM. To 
be compared with both Set 1 and Set 2a to evaluate the effect of 
blunting. To be compared with Set 4 to evaluate the existence of the 
deactivation mechanism. Set 2b is designed to have the same 
amount of blunting as Set 4 after the pre-load. 

 

Set 3A/B 

Active WPS mechanisms: Blunting of crack tip (blunted crack 12 µm) and deactivation of 
initiation sites. 

Purpose: To be compared with both Set 1, Set 2a and Set 5A/B to evaluate the 
existence of the deactivation mechanism at a pre-load 
corresponding to a level A/B load case. It should be noted that the 
blunting of the crack at this pre-load is much smaller compared to 
the EDM crack in reference Set 2a. Note also that the heat treatment 
has been done to remove the mechanism of compressive residual 
stresses. 

 

Set 3C/D 

Active WPS mechanisms: Blunting of crack tip (blunted crack 70 µm) and deactivation of 
initiation sites. 

Purpose: To be compared with both Set 1, Set 2a and Set 5C/D to evaluate the 
existence of the deactivation mechanism at a pre-load 
corresponding to a level C/D load case. It should be noted that the 
blunting of the crack at this pre-load is smaller compared to the 
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EDM crack in reference Set 2a. Note also that the heat treatment has 
been done to remove the mechanism of compressive residual 
stresses. 

 

Set 4 

Active WPS mechanisms: Blunting of crack tip (blunted EDM crack 210 µm) and deactivation 
of initiation sites. 

Purpose: To be compared with both Set 1, Set 2b and Set 6 to evaluate the 
existence of the deactivation mechanism. It should be noted that the 
size of the blunted EDM crack for this Set 4 is the same as the EDM 
crack in Set 2b and the blunted EDM crack in Set 6. Note also that 
the heat treatment has been done to remove the mechanism of 
compressive residual stresses. 

 

Set 5A/B 

Active WPS mechanisms: Blunting of crack tip (blunted crack 12 µm), deactivation of 
initiation sites and compressive residual stress field. 

Purpose: Reference set representing the full WPS effect for a LUCF load 
path. To be compared with both Set 1, Set 2a and Set 3A/B to evaluate 
the existence of the deactivation mechanism at a pre-load 
corresponding to a level A/B load case. It should be noted that the 
blunting of the crack at this pre-load is much smaller compared to 
the EDM crack in reference Set 2a.  

 

Set 5C/D 

Active WPS mechanisms: Blunting of crack tip (blunted crack 70 µm), deactivation of 
initiation sites and compressive residual stress field. 

Purpose: Reference set representing the full WPS effect for a LUCF load 
path. To be compared with both Set 1, Set 2a and Set 3C/D to evaluate 
the existence of the deactivation mechanism at a pre-load 
corresponding to a level C/D load case. It should be noted that the 
blunting of the crack at this pre-load is smaller compared to the 
EDM crack in reference Set 2a.  

 

Set 6 

Active WPS mechanisms: Blunting of crack tip (blunted EDM crack 210 µm), deactivation of 
initiation sites and compressive residual stress field. 

Purpose: Reference set representing the full WPS effect for a LUCF load 
path. To be compared with both Set 1, Set 2b and Set 4 to evaluate 
the existence of the deactivation mechanism. It should be noted that 
the size of the blunted EDM crack for this Set 6 is the same as the 
EDM crack in Set 2b and the blunted EDM crack in Set 4. 

 

In the following chapters more information on the material, geometry, load cycles and heat 
treatment will be given. 
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4.1.1 MATERIAL 

The material used in the test program was the ferritic reactor pressure vessel steel 18MND5 
which was supplied by EDF France. The material has earlier been used in several research 
project related to WPS as for example the European research project NESC VII [12]. This made 
the material very suitable since it had been thoroughly characterized and a lot of data on the 
material was available. It was also a relevant material since it was a reactor pressure vessel 
steel. The material was supplied as a plate with the dimensions of 1000x300 mm with a 
thickness of 200 mm. Fracture specimens were machined from the lower and upper quarter of 
the plate. Each specimen was given a number and the distribution of the specimens to each test 
set was randomized, except for Set 2b. Set2b was added to the experimental program later in 
the project. In Figure 4.2 a schematic sketch of the placement of the specimens in the plate is 
given. It should be noted that the first 60 specimens were machined from the plate in the first 
setup additionally 10 specimens were machined in a later state for Set 2b. 

 

 
Figure 4.2. Schematic sketch of the placement of fracture specimens in the plate. 

 

As was mentioned earlier the material had been thoroughly characterized earlier. In [12] and 
[14] information on the characterization of the material is given. These data are summarized 
here below in Figure 4.3, Table 4.1 and Table 4.2. 

 

Table 4.1. Chemical composition of the 18MND5 steel [12]. 
C Mn Si Ni Cr Mo Cu S P Al V 

0.19 1.5 0.23 0.66 0.17 0.08 0.084 <0.001 0.004 0.011 0.004 
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Figure 4.3. Stress-strain curves for 18MND5 ferritic steel at different temperatures [14]. 

 

Table 4.2. T0 values for the 18MND5 steel from [12] 

T0 [°C]  

L-S orientation L-T orientation 

-98 -95 

 

4.1.2 TEST SPECIMENS 

In the experimental program all tests were carried out on 3PB specimens without side grows 
and with W=50 mm, S=200 mm, B=25 mm and a=25 mm. In Figure 4.4 the geometry of the 
used 3PB specimen is shown.  

 

 
Figure 4.4. Base geometry of 3PB specimens used in the experimental program. 

 

For Set 2a, 2b, 4 and 6 the crack was introduce only by electro discharge machining (EDM). 
For Set 2a, 4 and 6 a notch size of approximately 140-150 µm was machined. For Set 2b a 
larger notch size of approximately 210 µm was machined. In Figure 4.5. an example of two 
machined notches is given. 

S 

a 
W 

Thickness B 
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Figure 4.5. (a) EDM crack with a measured notch size of 144 µm, (b) EDM crack with a measured notch size of 
219.5 µm.  

 

For Set 1, 3A/B, 3C/D, 5A/B and 5C/D the crack was introduce by first EDM followed by fatigue 
pre-cracking creating a sharp crack. 

 

4.1.3 LOAD PATHS 

All specimens in the experimental program were loaded in three point bending. The specimens 
were subjected to different load paths depending on which Set they belonged to. Three major 
load paths were used in the experimental program Cool-Fracture (CF), Load-Unload-Cool-
Fracture (LUCF) and a variant of LUCF with a heat treatment after the pre-load. For the sets 
with an initially sharp fatigue crack two levels of pre-load were used for the LUCF load path. 
The load paths of each Set are all outlined in Figure 4.1. Below in Figure 4.6 the used load paths 
in the experimental program are illustrated. 

 
 

 
Figure 4.6. CF and LUCF load paths used in the experimental program, the blue line represents the CF load path, 
the red line represent a LUCF load path with a level a/B pre-load and the green line represents a LUCF load path 
with a level C/D pre-load. 

 

(a) (b) 
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For the CF load path (blue line in Figure 4.6) all specimens were cooled to -150°C before being 
loaded to fracture. For the LUCF load path (red and green lines in Figure 4.6) all specimens 
were pre-loaded in room temperature. After the pre-load the specimens were cooled to -150°C 
before being reloaded to fracture. The specimens belonging to Set 3A/B, 3C/D and 4 were 
subjected to a heat treatment before being cooled to -150 °C. The heat treatment was done to 
remove the compressive residual stresses that are due to the pre-load. The heat treatment will 
be explained more thoroughly below in Chapter 4.1.4. Two pre-load levels were used 
corresponding to a level A/B load case (KI=70 MPa√m) and C/D load case (KI=155 MPa√m) 
as defined within the nuclear industry.  

 

4.1.4 HEAT TREATMENT 

The major objective of the experimental program was to isolate the effect of deactivation of 
initiation sites. This is rather complicated since several mechanisms act simultaneously to give 
the full WPS effect. For the LUCF load case three of the four mechanisms are acting. These 
three are the blunting of the crack tip, introduction of a compressive residual stress field and 
potentially the deactivation of initiation sites. The blunting of the crack tip is a geometrical 
change of the crack tip and is not possible to remove but the residual stresses can be reduced 
significantly by a proper heat treatment. Therefore, two different proposals for heat treatment 
were specified and verified. In the verification work both FE-analyses and experiments were 
used. The experimental results were used in deciding the final heat treatment specification.  

Two different heat treatments were evaluated. The specifications for each heat treatment are 
specified below: 

 

Heat treatment 1: 

 Temperature: 620 °C 

 Duration: 2 h 

Heat treatment 2: 

 Temperature: 620 °C 

 Duration: 4.5 h 

 

The two proposed heat treatments were evaluated experimentally. The experiments were 
designed using FE-analyses. A total of five test specimens were created. Three of the specimens 
were pre-loaded in 4 point bending (4PB). The geometry and loading of the specimens are 
shown in Figure 4.7. 
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Figure 4.7. Geometry and loading of specimens used in evaluating heat treatment. 

 

With the help of FE-analyses a pre-load was decided to 203 kN. The treatment of each specimen 
is outlined in Table 4.3. 

 

Table 4.3. Outline of treatment of test specimens used in evaluating the heat treatment. 
Specimen Pre-load in 4PB  

203 kN 

Heat treatment 1 Heat treatment 2 

1 - - - 

2 - - X 

3 X - - 

4 X X - 

5 X - X 

 

After each specimen had undergone the specific treatment outlined in Table 4.3. Strain gages 
were applied to the specimens. The placement of the strain gage was decided from FE-analyses. 
The strain gage was placed 11.25 mm in from the notch and offset from the symmetry line to 
enable the cutting as illustrated in Figure 4.8.  
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Figure 4.8. Illustration of placement of strain gage on specimen. 

 

Thereafter the specimens were cut with EDM according to Figure 4.9 the red arrow indicates 
the cut. During the cutting the change in strain was measured at 3 mm cutting intervals.  

 

 
Figure 4.9. FE-analysis results illustrating the effect of cutting of pre-loaded specimen. 

 

In Table 4.4 the results from the strain measurement are given. From these results it could be 
seen that a heat treatment of 620 °C in 4.5 h resulted in a reduction of the residual strains in the 
measured region of 94%. From the results it was decided that a heat treatment of 620 °C with a 
duration of 4.5 h should be used in the experimental program. 

 

Strain gage placement 
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Table 4.4. Measured strains at different cutting depths. 

Specimen 

Strain measured at different EDM cutting depths 

[µm/m] 

0 mm 3 mm 6 mm 9 mm 12 mm 15 mm 

1 0 26 38 53 67 69 

2 0 20 25 31 52 63 

3 0 119 359 574 830 1164 

4 0 27 68 121 179 333 

5 0 21 40 67 81 137 

 

4.2 EVALUATION OF RESULTS 

During the experiments the temperature of the specimen, load line displacement (LLD), crack 
mouth opening displacement (CMOD) and load was monitored. In the evaluation of the results 
the fracture load for each specimen was used instead of the KI or J-integral values. The reason 
for this was that evaluating KI or the J-integral using the ASTM standard in the presence of 
compressive residual stresses would not give correct results. Using FE-analysis and the inbuilt 
functions in ABAQUS would give path dependent results. Furthermore, during the project it 
was discovered that using the modified J-integral implemented in ABAQUS, which should be 
able to handle residual stresses, gave obvious erroneous results when considering compressive 
residual stresses. Therefore, it was decided to evaluate all experimental results using the fracture 
load. The experimental results presented in Chapter 4.4.1 are displayed as symbols for each 
individual specimen where the cumulative probability have been derived using an 
approximation suggested by Wallin [19], Equation (3.14) where 𝑖 is the specimen number and 
𝑁 is the number of specimen in the experiment. Note that specimens are sorted from smallest 
to largest measured fracture load before evaluating Equation (3.14). As was stated earlier, 
accurate results are obtained by setting the variable 𝐶 equal to 0.3 [19]. Furthermore, a fitted 
cumulative Weibull probability distribution was also presented with the data. The fitted curves 
shown in the results were created with the use of inbuilt functions within the software Matlab 
[21]. These functions enables a fitting of a two parameter Weibull function to a set of data 
points.  

 

4.3 FRACTOGRAPHICAL EXAMINATION 

The fractographical examination was carried out by SINTEF in Norway. A total of 21 
specimens fracture surfaces were evaluated. The specimens examined were from Set 1, 3C/D 
and 5C/D. The fracture surfaces were looked at with optical microscope and scanning electron 
microscope (SEM). The operator performing the fractographical examination had no prior 
knowledge of the project or the origin and load history of the specimens. This in order to 
minimize a biased result. The distance from the initial crack front to the initiation point was 
recorded for each specimen.  
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4.4 EXPERIMENTAL RESULTS 

 

4.4.1 EXPERIMENTS RESULTS 

All specimens failed by cleavage fracture. Below in Table 4.5 a summary of the results from 
the fracture tests for each Set is presented. Figure 4.10-Figure 4.13 shows the comparisons of 
the different sets outlined above in Chapter 4.1.  

 

Table 4.5. Fracture load for different probability of failure Pf=50, 95, 5% for each Set. 

Set 
Fracture Load [kN] (Ffract95%-Ffract5%)/ 

Ffract50% 
Pf = 50% Pf = 95% Pf = 5% 

1 24.0 30 16.4 0.567 

2a 31.8 36.9 24.6 0.387 

2b 31.8 38.5 22.5 0.503 

3A/B 31.6 37.9 22.8 0.478 

3C/D 37.4 41.8 30.8 0.294 

4 48.2 52.4 41.6 0.224 

5A/B 34.5 36.8 30.7 0.177 

5C/D 51.8 54.1 48.0 0.118 

6 58.2 60.5 54.4 0.105 
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Figure 4.10. Comparison of Set1 (No WPS mechanism), Set2a (crack tip notch 150 µm) and Set2b (crack tip 
notch 210 µm). 

 
Figure 4.11. Comparison of Set1 (No WPS mechanism), Set2a (crack tip notch 150 µm), Set3A/B (crack tip 
notch 12µm and deactivation) and Set5A/B (crack tip notch 12µm, deactivation and residual stresses). 
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Figure 4.12. Comparison of Set1 (No WPS mechanism), Set2a (crack tip notch 150 µm), Set3C/D (crack tip 
notch 70µm and deactivation) and Set5C/D (crack tip notch 70µm, deactivation and residual stresses). 

 
Figure 4.13. Comparison of Set1 (No WPS mechanism), Set2b (crack tip notch 210 µm), Set4 (crack tip notch 
210µm and deactivation) and Set6 (crack tip notch 210µm, deactivation and residual stresses). 
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4.4.2 FRACTOGRAPHICAL EXAMINATION 

Below the results from the fractographical examination is presented. All specimens that were 
looked at had failed by transgranular cleavage fracture. In Figure 4.14 and Figure 4.15 the 
fracture surface of a specimen with and without pre-load are shown.  

 

 
Figure 4.14. Specimen 19485 from Set3 with pre-load corresponding to a level C/D.  

 

 
Figure 4.15. Specimen 19478 from Set1 without pre-load. 
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In Figure 4.16 the results from the fractographical examination for the individual specimen is 
plotted. The Y-axis is the fracture load and the X-axis is the distance from the initial crack front 
to the identified point of cleavage fracture initiation. The black circle symbols represent 
specimens from Set 1, the green square symbols represent specimens from Set 3C/D and the blue 
triangular symbols represent specimens from Set 5C/D. In Figure 4.17 the probability density of 
fracture initiation in regards to distance from the crack tip is given for Set 1, Set 3C/D and Set 
5C/D. During the fractographical examination for some of the specimens that had been pre-
loaded voids where found near the crack tip. In Figure 4.18 an example of this is shown. 

 

 
Figure 4.16. Results from fractographical examinations, distance from the crack tip for the cleavage fracture 
initiation sites plotted against the fracture load for each individual specimen.  

 

 
Figure 4.17. Probability density of fracture initiation in regard to distance from the crack tip for Set1, Set3C/D 
and Set5C/D. 
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Figure 4.18. (a) SEM picture with magnification of 400 times, specimen (19491) belonging to Set5C/D. (b) 
Magnification of 1000 times of area marked in (a), formed voids clearly visible. 

 

  

Voids formed during pre-load 

(a) 

(b) 

Pre-fatigue crack front 
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4.5 DISCUSSION EXPERIMENTAL RESULTS 

A EDM crack with a notch size over 140 µm clearly influence the fracture load as can be seen 
in Figure 4.10. Furthermore, it is also observed in Figure 4.10 that there is no significant 
difference between a EDM crack with a notch size of 150µm and 210µm. Unfortunately, at the 
time when the experimental work was conducted there was no possibility to create a smaller 
notch size by EDM. It would have been interesting to look at a EDM crack of 70 µm which is 
the level of crack blunting that the specimens experience with a level C/D pre-load. The results 
in Figure 4.10 suggest that there seems to be an upper bound on the effect from blunting. But 
further studies would be needed to confirm this. It should also be mentioned in regards to crack 
blunting that the influence on the fracture load is less than what is seen from the other 
mechanisms as can be seen in Figure 4.11-Figure 4.13.  

A pre-load corresponding to a level A/B load case gives a WPS effect as is seen in Figure 4.11. 
In Figure 4.11 it can also be seen that the effect of 12µm crack blunting together with 
deactivation of initiation sites give very similar effect as a EDM crack of 150µm. Assuming 
that a crack blunting of 12 µm do not give the same effect as a EDM crack of 150 µm, the 
results in Figure 4.11 reveal that the deactivation of initiation sites is an active mechanism even 
at pre-loads corresponding to a level A/B load case. Set 5A/B which represents the full WPS 
effect including compressive residual stresses still show the largest effect on the fracture load. 
Note that the compressive residual stresses are the mechanism contributing the most to the WPS 
effect for a LUCF load path.  

In Figure 4.12 it is clearly shown that for a level C/D pre-load the deactivation is an active 
mechanism. Comparing the results from Set 2a, EDM crack of 150µm, with the results of Set 
3C/D, crack blunting of 70µm and without any compressive residual stresses, it is clear that the 
deactivation of initiation sites is a contributing mechanism that affects and in fact increases the 
fracture load. This is also very clear in Figure 4.13 where all specimen except Set1 have the 
same level of blunting. From Figure 4.12 and Figure 4.13 it can also be concluded that the 
deactivation of initiation sites have a larger effect on the fracture load compared with only the 
blunting of the crack tip.  

The conclusions that the deactivation of initiation sites is an active mechanism for the WPS 
effect is reinforced by the fractographical examinations. In Figure 4.16 it is clearly seen that for 
both Set 3C/D and Set 5C/D the position of the initiation sites are clearly affected by the pre-load 
even if the compressive stresses have been removed by a heat treatment. In Figure 4.17 this is 
also very clear. Figure 4.16 and Figure 4.17 show that the positions of the initiations sites for 
Set 3C/D and Set 5C/D is not influenced by the difference in fracture load that is due to the 
compressive residual stresses for Set 5C/D. Hence, the clear alternation of the positioning of the 
initiation sites in Set 3C/D and Set 5C/D compared to Set 1 is due to the deactivation of initiation 
sites near the crack tip. Furthermore, during the fractographic examination voids that had been 
formed during the pre-loading were found see Figure 4.18.  
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5 CONCLUSIONS 

From the numerical and experimental results presented in this report it can be concluded that: 

 

 For a realistic load case such as is shown in Figure 2.8 the most influenceable mechanism 
behind the WPS effect is shown to be the change in yield strength due to lowering of the 
temperature. Furthermore, the actual load path can be considered path independent during 
the unloading/cooling phase assuming that the load is not increased during cooling. 

 The results also clearly show that for a realistic load case such as is shown in Figure 2.8 the 
deactivation of initiation sites is an active and significant mechanism. 

 Between the LUCF and LCF load paths the LCF load path is the most beneficial load path 
Hence, the “change of yield strength” mechanism is the most beneficial mechanism. 

 The LUCF load cycle can be considered path independent during the unloading/cooling 
phase assuming a total unloading.  

 Partial unloading of the preload, with a preload level of C/D, yields results very similar to 
the LCF load cycle, with equivalent preload level, even when approximately 50% of the J-
integral value has been unloaded.  

 Partial unloading of the preload, with a preload level of A/B, yields results almost equivalent 
to the LCF load cycle, with equivalent preload level, even as approximately 75% of the J-
integral value is unloaded. 

 A EDM crack with a notch size >140 µm clearly influence the fractur load. But it should 
also be mentioned that the influence on the fracture load is less than what is seen from the 
other mechanisms that have been examined. 

 The deactivation of initiation sites is an active mechanism at pre-loads corresponding to a 
level A/B and C/D load case. 

 The deactivation of initiation sites has a larger effect on the fracture load compared with 
only the blunting of the crack tip. 

 The positions of the initiations sites for pre-loaded specimens with and without compressive 
residual stresses is not influenced by the difference in fracture load that is due to the 
compressive residual stresses. 
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