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Abstract 

Results of a series of studies, on melt-water-structure interactions which occur during the 
progression of a core melt-down accident, are described. The emphasis is on the in-vessel 
interactions and the studies are both experimental and analytical. Since, the studies performed 
resulted in papers published in proceedings of the teclmical meetings, and in journals, copies 
of a set of selected papers are attached to provide details. A summary of the results obtained 
is provided for the reader who does not, or cannot, venture into the perusal of the attached 
papers. 

1. Introduction 

This report describes the studies performed at the Division of Nuclear Power Safety on melt- 
water-structure interaction that occur during the progression of a core melt-down accident. 
These studies, which started in 1994, are sponsored by a consortium headed by SKI, 
to which the Swedish and Finnish power companies, the U.S. NRC, the Nuclear Power 
Inspectorate (HSK) in Switzerland, and the NKS Project also belong. This report is produced 
for publication as an NKS Project report. 

2. Background 

Much research has been performed in the last 15 years on the phenomenology of the 
progression of severe accidents in LWRs. Much has been learned and some of the issues 
relating to containment performance have been resolved [i]. These include for example PWR 
containment failure due to in-vessel steam explosions, direct containment heating (DCH); 
and the BWR Mark-I containment failure due to liner melt-through. Resolution of these 
issues was based on probabilistic arguments, supported by realistic descriptions of the 
phenomena, which were validated to varying extent by experimental data. 

Areas of severe accident phenomenology which have received much attention but have not 
yet been adequately resolved are, (a) the interaction of corium melt with the lower head 
vessel wall in the presence or absence of water, (b) interaction of the melt jet upon 
it's release from the vessel with the containment space below the vessel, which may or may 
not contain a deep pool of water. The major questions of concern here are, (1) extent of the 
ablation of the initial hole, or failure in the vessel wall, through which the melt is discharged, 
since that determines the melt jet diameter and the mass rate of corium discharged into the 
containment, (2) the extent of spreading of the melt jet on the concrete basemat in the space 
under the vessel if there is none or little water present, (3) during interaction with a deep 
water pool, the fraction of the melt jet that will fragment and cool, and the fraction of the melt 
jet, which wiil not fragment, and deposit as a melt pool under water to attack the concrete 
basemat, (4) the coolability of the melt pool under water and (5) the long term coolability of 
the debris bed formed, if substantial fragmentation of the melt jet, with very smal1 particles, 
is predicted to occur. Another question which has been asked, regarding the interaction of the 
melt with water, is the strength and the frequency of steam explosions, since, if they occur, 
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they may fragment the jet completely into very small particles, produce a large amount of 
hydrogen in a very short time, and produce large dynamic loads on the containment. 

Previous work in the U.S.A on the melt interactions with the vessel wall has largely been 
analytical [2], except for the experiments conducted at Sandia and reported by Pilch [ 3 ] .  
Those experiments, on hole ablation, were performed with iron-alumina thermite and 
covered a limited range on the ablation of the hole. A scaling relationship was derived and it 
was shown that the experiments did not cover the range pertinent to either the penetration-- 
failure case or the vessel-creep-rupture case. 

Large scale melt-vessel interaction experiments are currently being performed in the 
CORVIS Project [4] in Switzerland. Those experiments employ a flat steel plate loaded by a 
heated thermite melt. The heating of the thermite melt is done with graphite electrodes. Melt- 
water interactions are being studied experimentally at JRC Ispra under the auspices of the 
FAR0 Project [5]. Prototypic materials (U02 - Zr02 - Zr) of up to 150 kg are being used. 
These experiments are primarily directed towards in-vessel interactions, since in the 
experiments, the pressure is high and the water is saturated. A few experiments have been 
performed. 

Recently a considerable body of work has been performed on the feasibility of retaining core 
melt material within the reactor pressure vessel (RPV), if the RPV can be flooded externally 
in the containment. Simulant material experiments [6] have been performed in the COPO 
facility in Finland, at the University of California Santa Barbara, and at the University of 
California, Los Angeles. Further simulant material experiments are planned in the Nuclear 
Research Center in Grenoble; and a prototypic material program RASPLAV [7] is ongoing at 
the Kurchatov Institute in Moscow. Melt spreading has been studied analytically at Argonne 
National Laboratory. A number of experiments [SI with stainless steel melt have been 
performed in Japan. The French researchers have constructed a small scale facility at 
Grenoble to perform spreading experiments with simulant materials [9]. Other experiments 
have also started recently and more data should be obtained in the future. 

Large scale melt coolability experiments are currently being performed at Argonne National 
Laboratory, under the auspices of the MACE Program [lo]. One test showing partial 
coolability has been successfully performed. A large scale test employing N 2000 kg of U0,- 
Zr0,melt is scheduled to be performed near the end of i 996. Particulate debris coolability 
experiments have been performed in several laboratories over a number of years and 
successful correlations [ 1 i]  have been developed for one-dimensional beds cooled by water 
entry from top and bottom. There is, however, very little data on multi- dimensional beds 
[12], of variable particle size, shape and dimensions, that may be generated in the ex-vessel 
melt-water interactions that lead to considerable fragmentation. 

The brief review above points to the situation of inadequate resolution of several key issues 
in the progression of the severe accidents, which has prevented an adequate assessment of the 
risks. An example is the quantification of the risks for the Swedish and Finnish BWRs, 
which specify automatic flooding of the lower containment drywell in the event of the core 
uncovery. A study performed at KTH recently [ 1 31, identified the same issues as those 
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enumerated above, whose phenomenologies have such large uncertainties that an adequate 
risk assessment was not possible. On such considerations, we proposed the Melt-Structure- 
Water Interaction Project to SKI, developed the workscope and obtained support from 
other organizations, including the NKS Project. 

3. O bjectives 

The primary objectives of our research program are to obtain data on the melt-structure-water 
interactions that occur during the progression of a severe accident, after a core melt has 
occurred, in a LWR. Specifically, data will be obtained for 

0 the ablation process, which increases the size of a hole, or a local failure, in the power 
head wall of the reactor pressure vessel (RPV), as the core melt is discharged into the 
containment 

0 the melt spreading process on the PWR cavity floor, or on the BWR dry-well floor, in a 
relatively dry containment scenario 

0 the melt fragmentation process that occurs when the melt jet is discharged into a water 
pool 

0 the melt coolability process, under a water overlayer, that occurs when the unfragmented 
melt collects at the bottom of the water and attacks the concrete basemat 

the debris coolability process that occurs when the heat-generating fragmented melt 
particles collect in the bottom of the pool and attack the concrete basemat. 

Other objectives are to (a) establish scaling relationships so that the experimental results 
obtained are appropriate for model validation, and could be extended to prototypical 
situations, (b) construct phenomenological and/or first-principle computational 
models for the processes mentioned above, and, (c) vdidate the developed and the existing 
models against data obtained in the experiments conducted in this program, and elsewhere. 
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4. Approach 

The, approach of the research program is basically experimental, but supported by substantial 
analysis development activity. The experiments will be performed at more than one scale, 
and with more than one oxidic mixture melt. The controlling physical pararneters, 
for each interaction studied, will be varied systematically. For example, for the hole ablation 
experiments, the pararneters to vary would be (1) melt superheat, (2) melt viscosity, (3) melt 
flow velocity through the hole, (4) initial hole size and (5) different melting-temperature wall 
materials. The extent of parameter variations will be determined through the scaling and 
sensitivity analysis, performed concurrent with, or prior to, experiment planning. 

For the melt spreading process, the important variables are (i) melt superheat, (ii) melt 
solidus temperature, (iii) melt interaction with concrete, (iv) water presence, (v) containment 
cavity configuration (e.g., presence of a sump) and (vi) melt thermophysical properties. 

For the melt-water interaction experiments, the pararneters of interest are (a) melt superheat, 
(b) melt viscosity, (c) melt surface tension, (d) melt density, (e) melt jet diameter, (0 water 
subcooling, (8) water depth, and perhaps, (h) system pressure. These experiments will be 
performed in a tank, capable of withstanding some pressurization. No triggering will be 
employed, since the study of steam explosions is not an objective. 

For the melt coolability with a water overlayer experiments, the approach will be to perform 
tests, similar to the MACE tests [ 141, with provision of electrodes to supply the equivalent of 
decay heat to the oxidic melt, which can be poured in the test section from the furnace. 
Experiments may be performed with water entry from the bottom, the coolability mode 
advocated in Germany for the proposed core catcher [ 151. The coolability experiments will 
have a gas supply system to simulate the gases generated during concrete ablation by corium. 
The gas flow rate will be made proportional to the temperature of the melt. The parameter 
variations for coolability testing could be (a) the size of the test, (b) the depth of the melt, (c) 
the gas flow rate, (d) the water addition time, (e) the initial superheat of the melt and ( f )  the 
melt viscosity variation with temperature. 

The experiments for the coolability of a particulate debris bed under water should simulate 
particulates formed during the melt-water interaction experiments. The attempt will be to 
build a bed, with a conical shape, having smaller size particles on top. This bed should 
include electric heating wires to provide the decay heat to the debris bed. The parameters of 
interest are, (i) the particle size and their variations along the depth of the bed, (ii) the 
specific heat input, (iii) the temperature reached before water addition and (iv) the three 
dimensionality of the system. 

Conceptual drawings are shown in Figures 1 to 5 for the experiments on the vessel melt 
retention, melt spreading, melt-water interaction, melt coolability with a water overlayer and 
the particulate debris bed coolability. 
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5. Melt Material Employed in Tests 

Persistent concerns about the experiments that represent severe accident interactions relate to 
their (a) cost, (b) scale and (c) prototypicality. In general, a prototypical (UO, - ZrO, - Zr 
melt) severe accident experiment costs large sums of money and, therefore, such 
experimental programs have to be supported by a consortium of several nations. The 
examples are the ACEMACE program, the FAR0 Program, each of which have cost, or will 
cost, several million U.S. dollars. The large scale MACE M3 test is projected to cost 
approximately 1.2 million dollars. To save costs and avoid radiation hazard, some of the 
severe accident experiments are performed with the simulant material: iron-alumina thermite 
melt. This material has been used at various scales ranging from a few kg as e.g., in the 
Sandia hole ablation experiments [3 J and the Fauske-Associate melt-water interaction 
experiments [16], to several tens of kg as e.g., in the Sandia direct containment heating 
(DCH) experiments, to several hundreds of kg as e.g. in the CORVIS melt-vessel 
interactions project. Molten thermite material is a mixture of iron and alumina at 2800 K; 
thus the iron is at very high superheat, while the alumina is at low superheat. Thermite also 
segregates, right after it melts, due to the very different densities of iron and alumina. 
Without separating the oxide and the metallic components, there are difficulties in 
interpretations of experimental results, because of differences in the superheats and densities. 
Understandably, the superheat and segregation are very important parameters in melt- 
stmcture-water interactions, since they affect most of the phenomena, e.g., hole ablation, melt 
fragmentation, steam explosion, spreading, coolability etc. Recently, A1,0, melt from thermite 
has been reparated from the iron melt and has been used in various melt interaction 
experiments. Unfortunately, it has been found that the interaction of molten A1,0, with water is 
very different than that of UO, - ZrO, melt. 

The melt material proposed for the present experimental program is a simulant material; it's 
choice was based on a number of considerations, some of which are listed in the following: 

( 4  the corium melt is primarily an oxidic mixture (U02 - Zr02) except for having 
some metallic content (Zr, S.S.) 

(b) the corium-structure-water interactions involve the passage of corium from a 
liquid to the solid state. During the transition, the corium properties e.g. thermal 
conductivity, surface tension and viscosity change drastically, since they depend 
not only on the composition, but also 0x1 the solid (particulate) content of the 
corium melt as it cools down. 

The corium melt interactions with water involving melt fragmentation and/or 
steam explosion, depend on the processes of film boiling and radiation heat 
transfer. 

The corium interactions with concrete involve addition of miscible silicon and 
other oxides from the concrete to the corium melt. This process changes the 
the character of the melt drastically, e.g., it's viscosity increases by orders 
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of magnitude and it becomes a non-newtonian (shear stress not equal to a 
constant viscosity times the rate of change of velocity) fluid [ 171. The changes 
in the melt properties affect the heat transfer to concrete, and to a water 
overlayer, if melt coolability is attempted by addition of water. The cmst 
properties of thermal conductivity and structural strength determine, 
respectively, it's influence on heat transfer and it's stability. Both of these are a 
function of the melt composition, which is a mixture of oxidic materials from 
the original corium and the oxidic materials from concrete. 

The above phenomenological and material considerations led to our search for a mixture of 
oxidic materials with the following attributes: 

- melts at relatively high temperature so that the radiation heat transfer and film 
boiling phenomena are present in the interactions 

- can include some metallic components 

- has properties, in particular, viscosity and thermal conductivity , which have 
magnitudes and temperature variations sirnilar to those for UO, - ZrO, 
or UO, - ZrO, - concrete mixtures 

the mixture is inert, cheap and easy to handle 

there is an experience base, and infrastructure, for melting large quantities of 
the mixture and working with the melt 

there is an experience base pertinent to the experiments envisaged in this 
research program 

- the developmental work, necessary to per form the envisaged experiments, 
successfully, is not exorbitantly expensive and long-lasting. 

Our choices are binary oxidic mixtures which melt in the range of 1000 K to 1700 K. It is 
possible to use a variety of mixtures tailored to (a) specified differences between the liquidus 
and solidus temperatures, (b) specified viscosity and thermal conductivity values and their 
temperature variations. These mixtures are relatively cheap, and there is a very large 
commercial experience-base in Sweden on handling and working with these materials in the 
glass industry. 

We have employed a mixture of PbO + B,O, for initial scooping experiments. The toxicity of 
PbO required special handling and we have discarded the use of PbO. Instead, we have used 
mixtures of CaO + B,O, with different proportions and mixtures of ZnO + B,O,. Phase 
diagram of those mixtures are shown in Figures 6 and 7. The properties of these mixtures are 
being measured. The currently available data is shown in Figure 8 and in Table 1. 
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6. Facilities 

There were no facilities to perform nuclear power safety research at the Division of Nuclear 
Power Safety at KTH, until late 1994. The facilities were constructed in an experimental hall 
obtained from the KTH administration. A 880 KVA power supply was installed to provide the 
power needed for the various experiments envisaged. The water and the compressed air 
supply were provided. An effcient and large-capacity ventilation system was constructed, in 
order to exhaust the gases that may be produced in the melt-creation processes. An induction 
furnace with a coil to provide upto 35 liters of melt from the mixtures of powdered oxidic 
materials was purchased and recently installed. Initially, a 5 liter crucible were installed and 
the initial experiments were performed with that volume of melt. A general view of some of 
the equipment in the laboratory is provided in Fig. 6 .  

The laboratory infrastructure was installed, i.e., 1) a machine shop to construct the test 
sections for the experiments, 2) a welding shop, towards the same purpose, 3) a chemical 
room, with a ventilated glove box to prepare the oxidic mixtures and 4) the tools, clothing, 
safety equipment and other paraphemalia needed for an effcient operation of the laboratory. 
The laboratory is manned by 2 ful1 time technicians and it is equipped with a crane. It also 
has a pit of dimensions 4 meters x 2.5 meters x 1 meter deep, where melt-vessel interaction 
and melt spreading experiments will be performed. By the middle of 1997 we intend to build 
a containment, located on top of this pit, to house the experiments in which the molten oxidic 
mixture interacts with water, i.e., the melt jet-water interaction experiments, the melt 
spreading-in-presence-of-water experiments and the rnelt coolability experiments. The 
containment will house another induction fumace at its top elevation, in which melt will be 
prepared to drop into water tanks housed within the containment. 

Instrumentation is a focus of development in the laboratory. For visual observations, a video 
system with a shutter speed capability down to 1/10,000 seconds has been purchased. A 
similar still camera system has also been purchased. l’rocurement of an X-ray camera system 
is under consideration, in order to observe, and identi fy, interfacial phenomena in melt-jet- 
water interaction experiments. Additional instrumentation will be obtained as needed. 

7. Research Program Progress 

The research program started in 1994 and some scoping experiments were performed in the 
laboratory of the Metal Casting Institute at KTH. However, since the main thrust of the 
program is experimental, a laboratory had to be constructed. Its construction took much 
longer than the original estimate and the experimental work started in eamest only in the 
fourth quarter of 1995. Since, the laboratory construction did not involve many of our staff 
members, they concentrated on developing models. ‘I‘he emphasis of the research has 
been on the in-vessel accident progression phase during which the melt is discharged from 
the vessel through a failure site (hole) and hole-ablation occurs. Additionally, recently some 
experiments have been performed on the melt droplet fragmentation, during melt-water 
interaction, in order to identify the influence of the melt properties on the melt fragmentation 
mechani sms. 
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The research program is continuing, and from January 1, 1996 is coinplemented by a program 
titled "Melt-Vessel Interaction", sponsored by European Union, in which KTH will perform 
experiments and develop analysis-methodology for the processes of in-vessel melt 
coolability, in-vessel melt retention, vessel failure and melt discharge. The melt-structure- 
water interaction program will continue til1 December 3 1, 1998, subject to the approval of the 
APRI Project, U.S. NRC and the Finnish organizations 

8. Research Program Description and Results Up To June 30,1996 

The research program has resulted in many publications. We are presenting here a selection 
which provides, (i) description of the experimental program and some results on vessel hole 
ablation and on melt droplet-water interaction; and (ii) description of the analysis models 
and results dealing with the thermal hydraulic and material behavior occurring during the 
melt-vessel and mel t-water interaction processes. Reprints or pre-prints of nine papers, whose 
particulars are listed below, are attached here. In the following paragraphes, we will provide 
summaries of the findings reached in these publications. 

A Selected List of Papers Published 

[ i l  T.N. Dinh and R.R. Nourgaliev, "Prediction of Turbulent Characteristics in a 
Fluid Layer with Internal Energy Sources", Proceedings of the 2nd 
European Thermal- Sciences Conference, pp.843-850. Rome, Italy, (29-3 1 May 
1996), 

P I  

131 

V.A. Bui and T.N. Dinh, "Modeling of Heat Transfer in Heat-Generating 
Liquid Pools by an Effective Diffusivity-Convectivity Approach", 
Proceedings of the 2nd European Thermal-Sciences Conference, pp. 1365-1 372. 
Rome, Italy, (29-3 1 May, 1996). 

V.A. Bui, T.N. Dinh and B.R. Sehgal, "Numerical Modeling of Heating and 
Melting Processes in Intemally-Heated Debris Beds in a Reactor Vessel Lower 
Plenum", Proceedings of the Fourth International Conference "Heat 
Transfer-96", in the session 'Advanced Computational Methods in Heat 
Transfer, Udine, Italy. (8-10 July 1996). 

T.N. Dinh, V.A. Bui, R.R. Nourgaliev, and B.R. Sehgal, "Crust Dynamics 
under PWR In-Vessel Melt Retention Conditions", Proceedings of the 
1996 National Heat Transfer Conference, in the session "Scaling and 
Simulation" Houston, Texas, (August 3-6, 1996). 

V.A. Bui, T.N. Dinh, and B.R. Sehgal, "Iri-Vessel Core Melt Pool Formation 
during Severe Accidents", Proceedings of the 1996 National Heat Transfer 
Conference, in the session "Fundamental Phenomena in Severe Accidents", 
Houston, Texas, (August 3-6, 1996). 

B.R. Sehgal, J. Andersson, V.A. Bui, T.N. Dinh and T. Okkonen, "Experiments 
on Vessel Hole Ablation During Severe Accidents", Proceeding 
of the Intern. Seminar on Heat and Mass Transfer in Severe Reactor Accidents, 
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Izmir, Turkey, 1995, Bege1 House Publ., (1 996). 

[71 T.N. Dinh, V.A. Bui, R.R. Nourgaliev, T. Okkonen and B.R. Sehgal, "Modeling 
of Heat and Mass Transfer Processes Diiring Core Melt Discharge From 
A Reactor Pressure Vessel", Proceedings of the Seventh International Topical 
Meeting on Nuclear Reactor Thermal Hydraulics NURETH-7, New York, USA, 
1995, NUREGKP-0142, Vo1.3, pp.1809-1829. Also in press; Nuclear 
Engineering and Design, (1 996). 

[SI T.J. Okkonen and B.R. Sehgal, "Influence of Melt Freezing Characteristics on 
S t e m  Explosion Energetics". Proceedings of the Fourth International 
Conference on Nuclear Engineering (ICONE-4), New Orleans, Louisiana, 
(March 10-14, 1996). 
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9. SUMMARY OF RESEARCH RESULTS 

The research work performed at KTH, within NKS project, can be divided into three parts, 
namely, i) modeling of the in-vessel thermal loading during core melt-vessel interaction, 
2) vessel hole ablation and thermal hydraulics of core nielt discharge from the reactor pressure 
vessel, and 3) phenomena of melt-water interactions. 

In the first part, model development, validation, and application were performed to analyze 
core melt pool formation and progression in the RPV lower plenum. 

In the second part current understanding of the vessel hole ablation and core melt discharged 
was advanced by experiments and associated modeling work. 

In the third part, freezing behavior and fragmentation of melt particles were studied, 
numerically, and experimentally. 

9 . 1  Phenomena of In-Vessel Thermal Loadlng 

New turbulence "data" were generated by direct numerical simulation of the internally-heated 
fluid layer flow and heat transfer. A new model for core melt pool natural convection heat 
transfer was developed and validated for steady-state and transient conditions for a variety of 
boundary and geometry conditions. A numerical method for phase change problems was 
applied in order to develop a computer code, which can handle solution of 2D conservation 
equations in the complex domain of the debris and vessel head during the core melt-vessel 
interaction process. Phenomena of potential importance to the behavior of core melt pool 
were identified and analyzed. These are crust dynamics and the effect of the mushy-phase 
properties on melt pool heat transfer. Finally, an integral code was developed to analyze core 
melt progression in the late phase of melt-vessel interactions. The code enables reactor 
calculations in a 2D formulation, taking into account the crust behavior, melting of the vessel 
steel, and natura1 convection heat transfer in melt pool. 

9.1.1. Prediction of Turbulence Characteristics in a Fluid Layer with 
Internal Energy Sources (Paper No. 1) 

The objective of our research program is to investigate heat transfer in internally-heated melt 
pools under high-Rayleigh-number conditions, which result in turbulent flows. Such a 
process may occur in a postulated severe nuclear reactor accident, when a decay-heated core 
melt pool may form. Isothermal rigid boundary conditions are applied to all pool's 
boundaries, where freezing of core melt occurs. The most notable application envisaged is 
related to the accident management scheme of external flooding of the reactor vessel to 
preclude its failure; thereby containing and cooling the melt within the vessel. In such a case, 
determination of both the local heat flux distribution along the cooled walls and upward 
versus downward energy splitting are of paramount importance. Major, relevant, experiments 
were conducted by employing simulant liquids (water, freon), so the data base can only be 
used to develop prediction models, but not for direct ex trapolation to reactor situations. 
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Furthermore, in a previous study [ 181, we showed that standard low-Reynolds-number K - E 

models fail to predict heat transfer in turbulent natural convection flows under consideration. 
In particular, these models fail in describing accurateiy the heat fluxes to the top and, also, to 
the bottom surface of the liquid pool. 

It was indicated that reliable predictions of the local heat fluxes in the large volumetrically- 
heated core melt pool would require application of the Reynolds stress models, or the second- 
order modifications of the two-equation models, for description of the turbulence. Most 
importantly, anisotropic behavior in stably-stratified and unstably stratified-layers must be 
modeled. 

In this study, we focus the analysis on turbulent characteristics in an internally-heated fluid 
layer with isothermally cooled top and thermally insiilated bottom surfaces. The main idea 
was to obtain necessary turbulence data from direct nurnerical simulation (DNS) of a naturally 
convecting flow, and to analyse major peculiarities of turbulence behaviour under unstable- 
stratification condition. 

Direct numerical simulation of a naturally convecting flow in an internally heated fluid layer, 
with a constant temperature boundary condition on the upper surface and thermal insulation 
boundary condition on the bottom surface, was performed for several Rayleigh numbers in the 
range 5 . 1 O6 - 1 . 1 O* using finite-difference schemes. The approach enabled the determination 
of the top wall heat fl uxes, the mean temperature fields, the distributions of Reynolds stresses 
and turbulent heat fluxes. 

The study led to the following conclusions: 

The calculated Nusselt number, temperature distribution within the fluid layer and the 
temperature fluctuations are in good agreement with experimental data of Kulacki and 
Goldstein [ 191. Also, the calculated turbulent heat fluxes agree well with those predicted 
by the analytical model of Cheung [20], 

Analysis of the calculated turbulent characteristics showed significant anisotropy of 
turbulent transport properties. In particular, the turbulent Prandtl number was smaller than 
unity and decreased with increasing Rayleigh number. So, the isotropic eddy diffusion 
approach can not be used to describe turbulent natural convection heat transfer under 
unstable-stratification conditions. Furthermore, dissipation time scale ratio R was shown to 
differ, significantly, from values, accepted for ihermal variance equilibrium conditions. 

The turbulence data obtained are important for developing Reynolds stress correlations, 
and reliable methods, for describing turbulent natural convection heat transfer to the 
isothermally-cooled upper surface, in an internally heated liquid pool. 
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9.1.2. Modeling of Heat Transfer in Heat Generating Liquid Pools by 
Effective Conductivity-Convectivity Approach (Paper No. 2) 

During a hypothetical severe accident, in a nuclear reacior, a molten corium pool may form on 
the lower head of the reactor vessel, as a result of core nielt-down. In such a case knowledge 
of the transient thermal behavior of the decay-heated corium pool is essential for the 
assessment of the capability of retaining melt inside the reactor vessel by providing cooling 
from outside, or in the absence of cooling the timing of the vessel Iower head failure. 

Heat transfer inside a liquid pool, with volumetric heat sources, is driven by natural 
convection, whose character changes from laminar mode to turbulent, according to the 
Rayleigh (Ra) number. The natural convection, inside such a melt pool, has a large stratified 
region on most of lower pool portion, and an intensly-mixed region of unstable-stratification 
above. The heat transfer to the side wall is, however, governed by the development of the 
boundary layer of the flow moving downward along the cooled wail. 

The aim of this work was to develop a new method for modeling heat transfer in a heat- 
generating liquid pool, which can reasonably describe the related physical processes and 
phenomena, and, at the same time, is simple enough, so that it can be implemented in an 
integral reactor safety code. 

In general, the modeling is based on solving the two-dimensional energy conservation 
equation, while taking into account the effects of anisotropic heat conduction. Effects of 
natural convection are modeled by means of "pseudo-convective" terms and effective 
diffusivity coefficients. The thermally-driven effective velocities are calculated using a heat- 
balance treatment, and experimental correlations of heat transfer coefficients on the cooled 
boundaries. 

In this study, heat transfer in internally heated liquid pools is modeled with a particular 
emphasis on the validation of the developed method in various geometries, and under 
different boundary conditions. It was shown, by comparing the calculated results with the 
available experimentai data, that the method could predict, a) fractions of heat removed to the 
various cooled surfaces of the pool, b) temperature fields within the pool under steady-state 
and transient conditions, and c) local heat flux distribution on the bottom curved surface of the 
pool. 

It is perhaps instructive to note that, although the method is able to portray the most 
significant features of natural convection heat transfer in heat-generating liquid pools, it is 
restricted by the uncertainties, or errors, in the analytical and experimental correlations 
employed. In this sense, the present model does not provide new physical insights into the 
heat transfer characteristics in laminar or turbulent intemally heated liquid (melt) pools. 
However, the developed method provides a reasonable technique for determining the 
characteristics of molten pool during its formation and progression. Thus, the time history of 
the pool temperature field and the heat fluxes imposed on pool boundaries, can be properly 
predicted by this robust and efficient modeling approach. Such information is needed for 
cvaluating the mode and timing of vessel failure, the character of the melt discharged in the 
event of vessel failure, and finally, the potential for retaining the melt, within the vessel, 
through external cooling of the vessel. 
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9.1.3. Numerical Modeling of Heating and Melting Processes in Internally- 
Heated Debris Beds in a Reactor Vessel Lower Plenum (Paper No. 3) 

The study considered the two-dimensional thermal processes in internally-heated oxidic 
debris beds in the lower plenum of a light water reactor vessel, during the course of severe 
accidents, with core meltdown and relocation. Heat transfer and phase change processes in 
debris beds and vessel lower head wall were investigated numerically with particular 
emphasis on the dynamic characteristics of the thermal transients occuring. The main purpose 
of the work was to develop an appropriate modeling approach, which enables the analysis of 
complicated physical processes (involving dynamic changes of bed porosity, anisotropic heat 
transfer in remelting beds with internal energy sources) in the complex domain of a debris bed 
situated on the vessel lower head wall. 

In the present study we developed a computational method, which can be used to integrally 
analyze the thermal transients occurring inside the debris bed and reactor vessel wall, and to 
assess several pararneters, which infiuence these transients. These are i )  the configuration of 
the inhomogeneous core debris bed, 2) the heat generation inside the debris bed and vessel 
wall, and 3) the thermal interaction between the debris bed and wall. More specifically, the 
heat transfer processes involve radiation, debris bed melting, formation of the melt pool, pool 
natura1 circulation and local melting of the vessel wall. From the "simulation" point of view, it 
is difficult to rigorously adress all of these coupled processes. The simplified approaches, 
using the single-point analysis give limited description of the dynamics of the coupled 
processes and phenomena. Therefore, the development of a modeling approach, which can 
reasonably describe the physics, and, at the same time, be simple enough to implement in an 
integral reactor safety code, is a worth-while goal, which was pursued here. 

The modeling approach was based on the energy conservation equation, derived for a two- 
dimensional, general curvilinear coordinate system, while taking into consideration the 
orthogonal anisotropy of heat conduction inside the debris bed. A multi-block 
Control-volume numerical scheme, for two-dimensional cartesian or cylindrical non- 
orthogonal geometries, was developed and applied to predict heat transfer in the solid or 
porous debris beds and the evolving melt pools. 

All separate mathematical and physical models of the relevant phenomena were implemented 
into a computer code, which was then applied to analyze the core debris bed heat up and 
melting; and the reactor vessel temperatures in a severe accident scenario involving core 
melt-down and relocation. The natura1 convection heat transfer in the forming melt pools was 
described by means of an earlier-developed effective conductivity-convectivity approach. 

Calculated results indicate that the modeling approach is efficient and capable of providing a 
realistic picture of the debris bed heat up and melting inside the lower head of the vessel. 
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9.1.4. Crust Dynamics under PWR In-Vessel Melt Retention 
Conditions(Paper No. 4) 

In the last few years, severe accident management has come to the fore as a concept to 
upgrade the safety of the existing and the future nuclear power plants. In particular, the 
concept of retaining the molten corium within the reactor vessel by external cooling of 
the vessel, in the event of core melt-down, is chosen as the basic severe accident management 
strategy for the Finish Loviisa VVER-440 plant and the AP 600 plant. 

The physical picture of a corium melt pool retained in the PWR vessel may be described as 
follows: (a) a solid crust ( T I  Tsol)will form at the vessel wall; (b) a mushy region will exist 
between the corium melt pool and the solid crust - in which the properties will be different - 
in-between those for the solid and the liquid corium; (c) the melt pool whose boundary will be 
at Tljq. In general, the heat flux,directed to the boundary of the melt pool, will be determined 
by the natural convection processes, occurring in the pool and not by the crust enveloping the 
pool. However, this is true, if the solid crust layer is stable, and if the mushy region between 
Tliq and Tsol behaves like the solid crust i.e., it does not have a circulation flow, which may 
enhance the heat transfer to the walls, and affect the thickness of the solid crust. The crust 
dynamics and stability may become important, if the crust thickness 5 ,-- is smal1 and varying 
in time. The transient heat conduction and phase change in the crust layer can feedback to 
the core melt pool's natura1 convection flow and its temperature. Theoretically, periodic 
self-sustained oscillations were identified by Cheung [2 i], who investigated heat transfer 
processes in an internally heated fluid layer, cooled to freezing from above. 

In this study, the thermal hydraulic behavior of the crust and of the mushy layers, which 
envelop the decay-heated molten corium pool, was investigated. Based on results of umerical 
simulation and the sensitivity study, some phenomena were identified and analyzed. They 
are: the transient thermal interaction between the upper crust layer and the unsteady melt 
flow; the convection in the vertical molten vessel steel layer; the heat transfer and flow in the 
mushy zone. 

It was found that the upper crust, though thin, is thermally stable, whereas the existence and 
stability of the side ward crustare sensitive to the convective heat transfer in the vertical 
molten-vessel steel layer. The flow and convective heat transfer in the mushy zone of the 
crust layer are found to have both stabilizing (from the hydrodynamic point of view) and 
destabilizing influence (from the thermal point of view) on crust dynamics. The significance 
level of these effects in the prototypic accident cases is, however, unclear, since they strongly 
depend on a corium property, namely the mushy-phase permeability coefficient, which is 
unknown. Only experimental observations can provide information, with which further 
assessments could be made. 
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9.1.5. In-Vessel Core Melt Pool Formation during Severe Accidents (Paper 
No. 5) 

In this study a model to describe the debris bed heat-up process, occurring in the lower head 
of an LWR vessel, during the course of a severe accident is developed and applied. The 
model treats the case of a uniform composition, initially quenched, debris bed of zero 
porosity, which is slowly converted into a melt pool. The hemispherical lower head wall is 
included in the modeling and its melt-through due to the thermal attack of the melt pool is 
calculated. The model is based on the solution of the two-dimensional, general curvilinear 
geometry, energy equation. The anisotropic heat diffusion is modeled, and the heat transport 
in, and at the boundaries of, the developing melt pool, undergoing natura1 convection, is 
described in a subsidiary model. In this sub-model, the heat transport to the upper boundary is 
through the upward movement of plumes (or layers), whose average velocity is calculated 
to deliver the requisite heat flux at the upper boundary. The heat transport to the 
hemispherical boundary is through conduction and then through a boundary layer created by 
the downward flow along the curved wall from the upper part of the pool. Thus, the 
temperatures within the pool are calculated. A melt pool is created after the liquidus 
temperature (appropriate for the melt composition) is exceeded. The vessel melting and melt- 
through is calculated by following the temperatures in the vessel wall. No structural 
calculations were performed. 

The model was applied to the BWR scenario of lower head melt pool formation, and vessel 
melt-through, as an illustration. The heat sinks of the Control rod guide and instrumentation 
tubes were ignored. Also ignored was the presence of any Zircaloy in the B WR debris, which 
may lead to chemical energy addition. 

The calculation showed that due to the relatively low heat conductivity of the core debris, the 
effect of the cold boundaries does not extend far into the debris bed. Thus, the heat up 
process is quite coherent for the debris bed. First, a mushy state is reached and, then, a molten 
state is reached, almost simultaneously, for a substantial fraction of the debris bed volume. 
The heat-up process would be coherent for a larger fraction of the debris volume in a PWR, 
since it has a relatively smaller surface/mass ratio than for the BWR lower head. 

It was found that the thickness of the crust (debris) around the pool does not affect the 
fractions of the heat generated, going to the top and sideward boundaries. It confirms the 
physically-intuitive observation that the heat flows to the boundaries are directed by the 
natural convection processes in the melt pool. The crust simply acts as a boundary condition 
at the liquidus temperature to the melt pool. 

There are, currently, many simplifications and assumptions in our models e.g., no chemical 
reactions, zero porosity, uniform composition etc., which will affect the results calculated 
here. We envision further development of this model to remove some of the assumptions and 
approximations made. The models developed here, nevertheless, represent the thermal 
hydraulic processes quite well and could be incorporated in the codes describing the overall 
progression of a severe accident. 
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9.2. Vessel Hole Ablation and Core Melt Discharge 

The failure of a light water reactor vessel may occur if the severe accident progression 
proceeds unchecked, without cooling of the melt that may be attacking the lower head. The 
vessel pressure level is important in identifiing the mode of the failure of the lower head. 
For the PWR high pressure scenarios it is likely that the lower head wall, raised to high 
temperatures (>8OO0C) due to the melt attack, may creep and eventually fail. This failure 
mode: creep-rupture; may take 1 to 3 hours to progress. In general, substantial thinning of the 
vessel will take place. In the absence of high pressure e.g., through the accident management 
action of depressurization in a PWR, creep rupture will not take place. Creep rupture is not 
likely for a BWR, since the automatic depressurization system (ADS) is an integral part of 
BWR operations and accident management. However, in the BWR accident scenario, in 
which a core melt pool forms from the quenched debris bed (after a few hours) the thermal 
loading is intense enough to raise the vessel temperature to near the melting point. At which 
time some creep of the vessel wall may occur due to the mass loading of the melt in the 
vessel. 

Another vessel failure mechanism identified is that of penetration failure. This failure may 
occur in both PWRs and BWRs, releatively rapidly, if a melt pour from the original boundary 
of the core on to the lower head wall, lands on the weld holding the instrument tube (or a 
Control rod guide tube in a BWR) in the vessel. In general, this is not so likely. Penetration 
failures can occur, later, when the thermal loading in a dry vessel becomes locally large 
enough to subject the welds to temperatures higher thari the weld melting temperature. 

In all of these vessel failure modes, an initial failure site ablates as the melt is discharged 
through it. The failure hole ablation (and increase of failure size) is a very rapid process. It is 
estimated that the vessel melt pool may be discharged in the time span of 15-50 seconds. 
Thus, the hole ablation process is 2 to 3 orders of magnitude faster than the vessel creep 
rupture and the melt pool formation processes. During the melt discharge process, the vessel 
pressure also goes down to the containment pressure level in 15-50 seconds, and the creep 
process essentially stops after the melt discharge proces has begun. 

The vessel hole ablation and the melt discharge processes determine the mass rate of melt 
attacking the containment. In this sense, the containment loading rate is a direct function of 
the vessel melt discharge rate; thus the containment integrity evaluations are also subject to 
the correct prediction of these two in-vessel processes. Additionally, if the melt discharge 
from the vessel, encounters a pool of water, as it does for Swedish BWRs, due to the accident 
management scheme of flooding the containment when there is the possibility of a core melt 
accident, a large steam explosion could occur, whose dynamic loadings may also be of 
concem for containment integrity. The intensity of the steam explosion loading also depend 
upon the melt jet mass participating in the explosion process, which is a function of the melt 
mass flow rate as a function of time. Thus, the correct prediction of the hole ablation and of 
the melt discharge processes is essential for the prediction of steam explosion loads. 

We have investigated the vessel hole ablation, and the melt discharge processes, 
experimentally by employing simulant materials, and analytically by modeling the heat and 
mass transfer process during core melt discharge. The rnodeling is based on the observations 
obtained during the experiments, and resulted in a model, named HAMISA (bole gblation 
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- modeling in severe gccidents). Papers No. 6 and 7, respectively, describe, the scoping 
experiments that were performed and the models that were developed. 

9.2.1 Experiments in Vessel Hole Ablation During Severe Accidents (Paper 
No. 6 )  

In this paper, results obtained in a set of experiments investigating the hole ablation process 
are reported. A capability has been established at the nuclear safety laboratory of the Royal 
Institute of Technology to perform the melt interaction experiments using a simulant mixture 
of oxides heated to melting temperatures. In the first set of experiments, a mixture of 
PbO+B,O,, which melts at around 800°C, has been used. Superheats of upto 200°C can be 
easily accomplished. 

The hole ablation experiments were performed with approximately 35 kg of the PbO+B,O, 
melt, interacting with the lead plates, which melt at 337°C. The initial temperature of the melt 
was in the range of 900 to 1000°C. Thus, the temperature difference between temperature of 
melt and the plate melting temperature were in the range of 600 to 700"C, which is also 
typical for the prototypic scenarios. The thickness of the lead plate (representing the vessel 
wall) was varied, for these experiments, between 20 mm and 40 mm, with an initial hole size 
of 1 O mm. A scaling analysis was performed based 011 the one-dimensional hole ablation 
model developed by Pilch. Pilch did not account for the movement of melt crust formed at the 
surface of interaction with the plate. We believe that the main question in the hole ablation 
process is whether a crust, formed on the melting vessel wall, and subjected to the melt flow, 
will remain stable or not. Periodic sweeping out and reforming of the crust may be the 
operative mechanism. A primary objective of our hole ablation experiments was to delineate 
the role of crust, since if the crust is stable the final hole size is = 50% of the final hole size for 
an unstable or absent crust. 

The first set of experiments showed the presence of a crust layer, which seemed to persist 
throughout the hole ablation (i.e., the melt discharge) process. The 10 mm hole enlarged to a 
60 mm hole for the case of the 20 mm plate. The hole ablation process was found to be 2 
dimensional. 

Comparison of the data measured to the results of the HAMISA model developed showed 
good agreement. Further experiments on the hole ablation process with a melt made from a 
different oxidic mixture, and with different material plates to represent the vessel wall, are 
planned. 
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9.2.2 Modeling of Heat and Mass Transfer l’rocesses During Core Melt 
Discharge (Paper No. 7) 

In a light water reactor core meltdown severe accident, the molten core material could cause a 
failure of the lower head of the reactor pressure vessel (RPV), if sufficient intemal or extemal 
cooling of the vessel could not be provided. Depending on the vessel design and accident 
conditions, the lower head integrity could be lost due to a global or a local creep rupture of the 
lower head wall, or, - if the lower head had penetrations - a local penetration failure, Rempe et 
al., [2]. The initial failure site will enlarge rapidly, due to heat transfer from the ejected melt 
(corium), which is at a much higher temperature than the vessel wall melting point. Melt- 
induced loads on the containment and any further accident progression - involving 
interactions between core melt and the coolant, structures and atmosphere in the reactor cavity 
of a pressurized water reactor (PWR), or in the pedestal (lower drywell) and suppression pool 
of a boiling water reactor (B WR) - would largely depend on the melt ejection characteristics. 

Melt ejection and lower head ablation experiments, using an oxidic melt material (Ty-i 000- 
1500K), discharged from a vessel, with a low-melting-point metallic lower head ( Tv,,,p -600- 
900 K), are undenvay at the Royal Institute of Technology (KTH), Stockholm. Until now we 
have employed the oxidic melt mixture PbO-B,O, (80-20 wt%). It has a melting point of 
about 900K and its melt-phase viscosity of about O. 1 Pa.s increases with solidification, a 
characteristic of the core melt as well. In the scoping tests on vessel ablation, pure lead with a 
melting point of 600K has been used as the lower head wall material. The integral scaling is 
based on the analysis by Pilch [3]. It was found that we need melt volumes of the order 10- 
1 O0 liters to reach similitude to prototypic conditions, in which the initial lower head failure 
site flow rate is smal1 compared to the vessel melt contents. In the scoping experiments that 
we have performed, so far, with melt volumes of about 3-7 liters, the melt has a substantial 
superheat and the iead plate thickness varied in the range of 2-4 cm (Paper No. 1). A detailed 
phenomenological model has been developed to support experimental design, and to analyse 
the results obtained. 

For reactor safety analyses and accident management considerations, the primary interests are 
the hole growth dynamics (Dhole(t) and melt discharge flow parameters (melt flow rate, 
superheat, composition). The phenomenological considerations are built around three key 
elements: the thermal-hydraulic behavior of the core melt in the vessel lower head, the fluid 
dynamics and heat transfer of the melt flow in the ablating hole, and the thermal and physical 
(phase-change, mass-transfer) response and feedback of the lower head wall. 

The objective of this work is to study heat and mass transfer processes related to core melt 
discharge from a reactor vessel in a light water reactor severe accident. The phenomenology 
modeled includes (1) convection in, and heat transfer from, the melt pool in contact with the 
vessel lower head wall; (2) fluid dynamics and heat transfer of the melt flow in the growing 
discharge hole; and (3) multi-dimensional heat conduction in the ablating lower head wall. 

During the core melt discharge, the convective heat fluxes (from melt flow to discharge hole 
boundaries) are the driving mechanisms for vessel wall ablation. Thus, the heat transfer 
characteristics of a laminar entry region in experiments, and those of a turbulent entry 
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region in prototypic situations, have to be analysed in an accurate manner. Based on a 
tentative identification, ranking and evaluation of related physical phenomena, the most 
important phenomena are found to be (1) crust formation and relocation dynamics, (2) 
temperature dependence of melt properties, and ( 3 )  the multi-dimensional heat conduction and 
ablation front propagation in the vessel wall beneath the crust. 

The basic objective of model development was to stutiy the scalability of experimental results, 
and the uncertainties inherent in such extrapolation, due to those in the modeling and the data. 
In order to ensure direct applicability of the data obtained, the prototypicality of the 
experimental behavior of the melt flow, heat transfer, wall behavior and crust integrity has to 
be established. Since this is hard to achieve, we must address the scaling distortions in our 
tests and their reievance to the reactor case. Analytical modeling helps considerably in this 
task. Separate effects data are employed to validate analytical modeling. The models 
employed whenever reasonable - only first-principle formulations, or well-supported 
assumptions on physical mechanisms. Calculated results guided the applicability of available 
correlations for heat transfer and friction, under proto typical and experimental conditions of 
interest. Furthermore, new or modified correlations can be introduced in the integrated model 
HAMISA (Hole Ablation Modeling In Severe Accidents) developed in this work. 

Specifically, studies were performed to investigate thermal hydraulics of core melt pool and 
its interaction with the crust and vessel structure during core melt discharge processes. The 
so-called phenomenon of gas blowthrough was numerically studied and an empirical 
correlation of gas blowthrough-onset criterion was examined and recommended for use in 
relevant calculations. 

Effect of entrance region on hydraulic and thermal characteristics of flow-wall interaction in 
the discharge hole were numerically examined in laminar and turbulent flow regimes. 
Calculations, using the mechanistic models developed, have confirmed the effects of core 
melt momentum and heat transport properties (py K) and their temperature dependence. The 
current modeling has also highlighted the importance of the wall thickness and thermal 
properties in the scaling considerations for the hole ablation experiments. Further progress in 
model development and validation relies on analysis of further hole ablation experiments. 
The HAMISA model, when validated, will be valid for prediction of the hole ablation 
dynamics during the melt discharge process in prototypic reactor accidents. 

9.3. PHENOMENA OF MELT-WATER INTERACTION 

9.3.1. Influence of Melt Freezing Characteristics on Steam Explosion 
Energetics (Paper No. 8) 

Dynamic shock loads, which determine the immediate behaviour of structures enclosing the 
steam explosion zone in a light water reactor (LWR) vessel or cavity, have recently appeared 
as a focus of steam explosion modelling. At the same time, the initial conditions of interest 
have been extended from nearly saturated (in-vessel) to highly subcooled (ex-vessel) coolant 
conditions, with new limiting mechanisms coming into play. Additionally, the thermal energy 
of the melt particles fragmented by the explosion wave cannot be assumed to be mixed 
instantly throughout the bulk coolant (even locally), inasmuch as the melt-coolant preniixtures 
are typically quite lean in fuel. On the other hand, the melt-coolant preinixing in a deep, 
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subcooled, water pool can lead to relatively fast freezing of the melt particles, hence limiting 
the maximum thermal energy available for the explosioii process. Such dynamical processes 
within the coolant and the melt phase have to be considered with care before the model 
predictions can be applied to reactor cases. 

In this paper the focus is on the melt freezing behaviour. The approximate time scales of melt 
freezing are first considered by assuming a uniform temperature profile inside the melt 
particle. The conditions, under which melt freezing could be limited by internal conduction, 
were also examined. Several conclusions were obtained as results of this study. 

0 The quenching (freezing and cooldown) of melt particles should be one of the major 
factors affecting the ex-vessel steam explosion loadirigs. Solidified melt particles cannot 
take part in an explosion, and, consequently, the time scales of freezing are of primary 
interest. The quenching depends, first of all, on the surface heat fluxes and any other heat 
sources such as exothermic metal oxidation. Approximate freezing time scales were 
estimated, but it was also found that the neglect of internal conduction limitations may lead 
to an underestimation of the freezing times. Transient conduction analyses were performed 
to explore potential conduction effects, which depend on the particle size and properties. 
When considering the importance of internal conduction, one should also note that the 
surface shell includes most of the sphere mass, and tliat shock-wave-induced fragmentation 
may be resisted prior to complete freezing. 

0 The explosive melt fragmentation behaviour may, indeed, depend on the state of the melt 
particle just prior to shock wave-induced acceleration. A mushy particle can be particularly 
"stiff' due to internal crystal formation and subsequent increase in effective surface tension 
and viscosity, while a mostly liquid droplet can only resist moderate forces without 
fragmenting. It appears prudent to expect differences between three basic configurations: 
(i)a superheated metal-type melt droplet, (ii) an oxide-type melt particle with a solid cmst 
and a liquid core, and (iii) a mixed-type (binary, ternary) melt particle with a liquid core, 
an intermediate mushy region and some crust on top, The transitions between these 
categories depend on material properties and the thickness of the solid and mushy layers. 

0 We believe that the high surface heat fluxes, the relatively low initial superheats, and the 
strongly temperature-dependent properties of Corium could be the key to the recent 
observations in the KROTOS tests (no explosions, yet, with Corium). With binary melt 
mixtures, the properties change continuously during freezing, in contrast to pure melt 
materials which exhibit "sudden" solidification. Single droplet experiments should be 
performed to understand fragmentation of the mixed-type melts, both before and during the 
explosion propagation phase. With additional data on the time scales that can make the 
melt particles non-explosive, or, at least, more resistant to fast fragmentation, the freezing 
models could be employed to predict ex-vessel reactor situations. 

Needless to say, also the properties of various core melt mixtures, the pre-explosion particle 
sizes, as well as the vessel melt release conditions, are crucial for the estimates on ex-vessel 
steam explosion energetics. 
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10. Concluding Remarks 

This research program was initiated to address several issues of large uncertainties found in 
the APRI study. Both analysis-development and experiments were performed in order to 
advance the current understanding of associated process and phenomena. These studies are 
continued in the current research program at KTH, which includes jet fragmentation 
experiments and analyses, film boiling experiments and analyses, and experiments and 
analyses on other phenomena of melt-vessel interactions. 
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Figure 1. Vessel Melt-Retention Experiment 

24 



Royal Institute of Technology 
Div. of Nuclear Power Safety 

STEAM TO ONE DIMENSIONAL SPREADING TEST SECTION 

U 

STEAM TO TWO DIMENSIONAL SPREADING TEST SECTION 

U 

THERMOCOUPLE WATER 

Figure 2. Melt Spreadirig Experiments 

25 



Royal Institute of Technology 
Div. of Nuclear Power Safety 

A 
I 

A 
t 

MELT JET 

' ! VAPOR F L O W  

/' /' U N FRAGM ENTED M ELT 

F U E L  

Figure 3. Melt Jet - Water Interaction Experimeni 

26 



Royal Institute of Technology 
Div. of Nuclear Power Safety 

V,4POR VENT TO 1 1 CONDENER 

CORE MELT 
SIMULANT\ 

O 
O O O 

O O 

O /  O 
O 

O O 

O 
O 

COOLANT 
/SIMULANT 

\POROUS 
PLATE 

Figure 4. Melt Pool Coolability Experiment 

27 



Royal Institiite of Technology 
Div. of Nuclear Power Safety 

3- 

WATER 

SMALL 
PARTICLE\ 

HEATER 
WIRES \ 

POWER 
SUPPLY 

U 

/?TEED 

POWER 
SUPPLY 

\POROUS 
PLATE 

0 GAS 
INJECTION 

Figure 5. Debris-Bed Coolability Experiment 

28 



29 



Paper No. 1 

30 



PREDICTION OF TURBULENT CHARACTERISTICS IN A 
FLUID LAYER WITH INTERNAL ENERGY SOURCES 

T.N. Dinh and R.R. Nourga l i ev  
Royal Institute of Technology, Division of Nuclear Power Safety 

Brinellvagen 60, 10044 STOCKHOLM, SWEDEN 

ABSTRACT 

The paper presents results of numerical prediction and ana1,ysis of turbulent natural convection heat 
transfer and flows in an internally heated fluid layer with isothermally cooled top and thermally 
insulated bottom surfaces. Calculated turbulent characteristics indicate inadequacy of gradient 
diffusion approach for problems in question. Useful data needed for Reynolds-stress modeling of 
natural convection in unstably stratified region have been obtained and discussed. 

1.  INTRODUCTION 

The objective of our research program is t o  inves- 
tigate heat transfer in internally heated liquid pools 
under high-Rayleigh-number conditions, involving a 
turbulent flow regime. Such a process takes place in 
severe nuclear reactor accidents, in which a decay- 
heated core melt pool may form. Isothermal rigid 
boundary conditions are applied to  all pool’s bound- 
aries, where freezing of core melt occurs. The most 
notable application envisaged is related t o  the acci- 
dent management scheme of external flooding of the 
reactor vessel t o  preclude its failure; thereby con- 
taining and cooling the melt within the vessel. In 
such a case, both local heat flux distribution along 
the cooled walls and upward versus downward energy 
splitting are of paramount importance for predicting 
reactor situations in question. Most notably, major 
relevant experiments were conducted by employing 
simulant liquids (water, freon), so the data  base can 
only be used t o  develop prediction models, but not 
for direct extrapolation t o  reactor situations [i]. 

Furthermore, in a previous study, we showed that 
standard low-Reynolds-number k - 6 models fail t o  
predict heat transfer in turbulent natural convection 
flows under consideration [2]. In particular, these 
models fail in describing of heat fluxes to  the top 
and, also, to tlie bottom surface of the liquid pool. 

It was indicated that reliable predictions of the lo- 
cal heat fluxes in the large volumetrically-heated core 
melt pool would require application of the Reynolds 
stress models, or the second-order modifications of 
the two-equation models, for description of the tur- 
bulence. Most importantly, anisotropic behavior 
in stably stratified and unstably stratified layers 
must be modeled. For example, in a two-equation 
model, the turbulent Prandtl number, P T ~ ,  and tur- 
bulent viscosity, vt, have t o  be re-formulated t o  take 
into account specific effects of turbulence generation 
in buoyancy-induced, strongly stably and unstably 
stratified flows in the lower and upper regions of the 
liquid pool, respectively. Although some empirical 
correlations for Prt and vt (as functions of the lo- 
cal Richardson number) have been proposed in [ a ] ,  
a better understanding of turbulent transport mech- 
anism is required to develop general correlations for 
Reynolds stress closure relationship under unstable 
stratification conditions. It is perhaps instructive 
to note that  there exist very few works, which re- 
ported data  measurement of turbulent characteris- 
tics for these inherently unsteady state flow regimes 
[3]. Furthermore, only some theoretically derived dis- 
tributions of Reynolds stresses and turbulent heat 
fluxes across internally heated fluid layers were avail- 
able in the literature, e.g. [4]. 
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In this paper? we focus t h e  ariulysis OII  turbtrlciit 
cliaracteristics in  an interiially heatet1 fluid layer witli 
isothermaily cooled top and tliermally iiisiilated bot- 
tom surfaces. The main idea is to  obtain neces- 
sary turbulence da ta  from direct numericul simulu- 
tion (DNS) of a naturally convectiiig flow and to  
analyse major peculiarities of turbulence behaviour 
under unstable stratificatioii condition. In the past, 
DNS was also used for analyzing natura1 convection 
heat transfer in fluid layers with iiiternal heat gen- 
eration with Ru in the range 3-10" i 4 . lo6 [5]. In 
present paper, turbulent characteristics in fluid layers 
with higher Ru numbers are examined, with a par- 
ticular emphasis on behaviour of Reynolds stresses in 
this specific flow. 

2. SIMULATION AND VALIDATION 

2.1 Formula t ion  of the problem 

The  fluid layer, with height H and internal heat 
generation rate q,,, is bounded by the upper isother- 
mal surface (Tr=,q = T,,,) and bottom adiabatic sur- 
face ( z  = O; q d n  = O); see fig.1. In order to simulate 
flows and heat transfer within the fluid layer, the gov- 
erning equations of mass (eq.i), momentum (eq.2) 
and energy (eq.3) conservation are solved to  obtain 
instantaneous three-dimensional fields of variables of 
interest: 

aP - + v " (pU) = o at 
B P U  
- + v .  (PU 8 U) = pg + v - (-P6 + pVU) (2) at 

dPh BP 
at  Ut - + V - (puh)  - V .  ( K V T )  = - + qv (3) 

where h is the total enthalpy, P is pressure, and U 
= [u, v ,  w] is the velocity vector. It can be shown for 
the considered problem that  the only dimensionless 
groups are Rayleigh ( R u )  and Prandtl ( P T )  numbers. 

In addition, periodic boundaries are imposed in 
two horizontal directions (.,y), and it is assumed 
that  both hydro- and thermo-fields have the same pe- 
riodic length in the same direction. No-slip boundary 
conditions are applied t o  all velocity components at 
the upper and bottom surfaces. The  quiescent state 
(U = O and T = T,,,) is used as the initial conditions 
for the time integration. 

I SOTH ER M A L W A LL 
I 

W 
ADIABATIC WALL 

Figure 1: Coordinate system and computational do- 
main. 

The numerical calculations were performed using 
AEA-CFDS FLOW-3D code release 3.3. [6].  The 
basis of the code is a conservative finite-difference 
method with all variables defined at the centre of 
Control volumes which fill the  physical domain being 
considered. To avoid the  chequerboard oscillations 
in pressure and velocity the improved Rhie-Chow in- 
terpolation method is used. Third-order accurate 
CCCT upwinded scheme for advection term treat- 
ment, fully implicit backward difference time step- 
ping procedure and SIMPLEC velocity-pressure cou- 
pling algorithm have been utilized. 

During calculations the overall energy balance in 
the fluid layer is checked. For relatively low Ru num- 
bers ( R u  < lo6) computations led to  steady s ta te  
solutions, while for higher Ru numbers the result up- 
ward heat flux qup, and, consequently, the overall en- 
ergy balance and temperature difference within the 
layer, exhibit an oscillatory behavior (up t o  20% for 
Ru = 5.101'). The  computations were continued and 
nieasurernents of turbulent correlations were started 
after the quasi-steady s ta te  energy balance and un- 
changed horizontally averaged temperature profile 
had been achieved. Local second-order one-point mo- 
nientums were then calculated as 4i4i = q 5 1 q 5 ~ - g 5 ~ y 5 ~  
(here overline means averaging over measurernent 
time). The local upper wall heat flux was evaluated 
by using a Taylor's series expansion of the tempera- 
ture a t  three upper nodes of the computational do- 
main. 

- --- 

2 .2 Numerical treat ment All three-dimensionul calculations werc performed 
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Lvitli iising the grid of 35 x 35 x 74 (or 90G50 grid 
points).  The mesh was uniform in tlie horizontal di- 
rections (5, y).  In order t o  obtain the sufficiently ac- 
curate prediction of the flow and heat transfer char- 
acteristics, a very dense grid is needed in the ver- 
tical direction z near the layer's upper and bottoin 
surfaces. Hence, a factor of geometrical progression 
(1.01 + 1.18) was utilized when generating the z-grid. 

2.3 Validation 

Calculated Nusselt numbers are compared t o  em- 
pirical correlation by Kulacki et  al. N u  = 0.389 . 
Ra0.228 f 15% (refs.[3],[8]), which is valid for the 
Rayleigh number range 2. lo3 5 Ru 5 2.2. One 
can see, on fig.2, a good agreement between calcu- 
lated and experimental values of Nusselt numbers for 
Rayleigh numbers up to  5 -  The post-calculation 
analysis showed, however, that  the currently used 
[x, y]-plane nodalization may not be enough to  simu- 
late the finest scale movement for Rayleigh numbers 
higher than lo'. In the present paper, therefore, de- 
tailed turbulence data  are examined and discussed 
for Ru 5 lo'. 

lo2 

i? 

lo1 

1 
L 

i 10' 10' 10' 10" 10" 10" i( 
Ra 

Figure 2: Prediction of Nusselt nurnber. 
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Figure 3: Prediction of ternperat ure profile. 

ing region of the internally heated fluid layer. In such 
a case, convective heat transfer can be characterized 
by a time scde of tblob u ~ , ~ ~ , ~ ~ ~  7 which is much 

smaller than a conduction time scale tcond .W T. In 
order t o  describe, properly, transport phenomena in 
the upper layer region, calculational time step must 
be much smaller than t b l o b ,  so all blobs are resolved in 
time. In otlier words, AFO = + < F o b l o b  = + 
This condition is actually satisfied for all comp;toe"d 
cases; see fig.4. Similarly, blob resolution in Space re- 
quires horizontal mesh size being less than blob size 
&lob and vertical mess size being less than thermal 
boundary layer thickness Ss, i.e. Ax = Ay < dblob 

and Az < 6s. 

H2 

Fig.3 depicts the calculated dimensionless temper- 
ature profile across the fluid layer for Ra = 9.3 - lo7. 
The deviations between the present work result and 
measurement data  [3], empirical correlation [8] as 
well as analytical model by Cheung [4] are not over- 
riding uncertainty of measurement employed. 

t O 

O 

I 

As mentioned, heat transfer to the cooled upper 
surface is governed by unstable stratification convec- 
tive flows, with cooled blobs falling dowri to the mix- 

10-5 1 1 A 

1 O Computed time scale of blobs 
ATime step in computations lod 1 _ , , , , <  _ ,__, , , , ,  ,,,,,,,,, ,,_,,,,,, ,,,,,,,,, ,,,,,,,,, 

lo6 lo7 10' 10' 10" 10" lo1' 1013 
Ra 

Figure 4: Time scales and time step. 

l'he validity of simulation results can also be shown 
by looking a t  fig.5, which presents measured and 
calculated temperature fliictuations. Even though 
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tiie data  were maximum fluctiiations [3]  and calcii- 
]sted data  were root-rnean-square temperature fluc- 
tiiations, they have quite the same behaviour. In 
both cases, the maximum oscillations were observed 
nearby to the upper cooled surface. Thus, it is be- 
lieved that the important turbulence structures can 
be captured with reasonable resolution. 

0.25 

0.20 

0.15 
Y 
E-r 

0.10 

0.05 

0.00 
I 

O Estimated average values of ternp. fluctuation [3] 
A T’rms (present work) 

1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
zm 

Figure 5: Temperat ure A uct uations. 

3. RESULTS AND DISCUSSION 

Figs.6-8 show calculated ins tant temperature fields 
on a horizontal plane near the upper surface (fig.6), 
and two vertical planes (fig.7-8). In general, the 
structure of flow convection consist of cold tongues 
(thermals) which are generated on the isothermally 
cooled upper surface and falling down. For relatively 
low Ru numbers (Ru N lo6) the sizes of thermals 
are the same order of magnitude as the fluid layer 
height. With increasing of the Rayleigh number the 
blob size range is wider, and the sketch of thermaIs on 
the upper wall becomes more complicated and three- 
dimensional. Only few of generated on the upper wall 
Auid blobs are able to  maintain their thermal iden- 
tity and reach the adibatic bottom wall. For very 
high Ru numbers (Ru - the blobs existence 
is suppressed in the upper wall region. While the 
largest thermals possess huge energy and determine 
heat transfer process, important portion of heat is 
removed by the smallest blobs. So very fine nodal- 
kation is required not only in the vertical direction 
(large temperature gradient) but also in horizontal 
directions to  resoliite the small size blobs. 

Figure 6: Instant temperature field ([x, y]-plane, z / H  
= 0.984, RU = 9 . 3 .  lo7). 

3.1 Turbulence statistics of the hydro-field 

Fig.9 shows the calculated vertical distribution of 
Reynolds stresses across the fluid layer with Ru = 
9 . 3 .  lo7. All the values are dimensionless with re- 
spect t o  (5) (where X is a characteristic velocity). 
It can be seen that the turbulent shear stresses (u:u>, 
i # j )  are negligibly small in comparison to the nor- 
mal Reynolds stresses ( d d ,  du1,  w’wl). In the turbu- 
lent core region, the vertical stress, w’w‘, prevails - the 
horizontal stresses (u’u‘,dd) and, hence, k = $. 
The turbulent kinetic energy is, however, dominated 
by the horizontal normal stresses in the nearwall re- 
gions, i.e. k N -2. 

2 
- 

--- 
- 

-- 

--  

Fig.10 presents the budget of turbulent kinetic 
energy in dimensionless form, with respect t o  vis- 
cous dissipation scale $. One can see that  the 
shear-induced turbulence generation is much smaller 
than buoyancy-induced - t urbulence generation, i .e. 
ES, = - u p j a z j  lav, < Bk = -Pgm. The local tur- 
bulence equilibrium (pk + Bk E )  takes place only 
in a convection-dominated region of 0.1 < < 0.4, 
while transport of turbulent kinetic energy k plays 
an important role in the rest region. 

3.2 Turbulence statistics of the  thermo-field 

Fig.11 shows the vertical distribution of turbulent 
heat fluxes across the Auid layer with ila = 9 . 3 .  
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Figure 7: 
y/D = 0.0656 Ru = 9.3 . lo7). 

Instant ternperature fieid ([z, 21-plane, 

lo7. All the variables are in dimensionless form, with 
respect t o  a(ToE-Twl. The vertical component zu” is 
the dominant one in the turbulent heat flux, Cu:T’ = 
v’T’+ u’T’+ w’T’ in the entire fluid layer. The  DNS- 
measured vertical turbulent heat flux, w’T‘, is in a 
good agreement with the analytical model by Cheung 

- 
--- 

- 

[41. 

Based on an eddy diffusion formulation, one could 
define turbulent thermal diffusivity - of the turbulent 

However, the flows in question as as,; = 
time-average temperature field of the turbulent core 
region of the fluid layer is well-mixed, with temper- 
ature gradients tending to  zero (see fig.3). Besides 
their infinitely large values, the turbulent diffusivities 
CYT,; are strongly anisotropic in the Space directions. 
These results confirmed the conclusion of the previ- 
ous study [2], which is based on k - E modeling and 
analysis of specific experiments in internally heated 
liquid pools. 

u:T’ 
aT/az; 

Fig.12 presents the budget of the  fluctuating tem- 
perature variance. One can see that  temperature 
fluctuations are generated in the very top region of 
the fluid layer, 0.85 < 6 < 0,999. This is in accor- 
dance with the behaviour of temperature fluctuations 
given by fig.5. In addition, the comparison with Che- 
ung’s model is given for Ru = 9.3 .  lo7. 

The present DNS result indicates that  non- 
equilibrium of thermal variance must be modeled in 
the unstably stratified region, where transport (con- 

Figure 8: Instant ternperature fieid ([z, z]-plane, 
y / D  = 0.787 Ru = 9.3. lo7). 

vec tion, diffusion, transient) of temperature fluctua- 
tions becomes a dominating process. 

3.3 Pararneters of turbulence modeling 

F’rom the above analysis, it becames clear that  nei- 
ther turbulence equilibrium assumption nor isotropic 
eddy diffusion concept can be utilized t o  describe 
turbulence phenomena in question. In order t o  
model the temperature variance in second-order one- 
point momentum closure approach, - the  thermal-to- 
mechanical time scale ( R  = 2 = -&-) must be 
modeled (for more discussion, see [a ] ) .  It was no- 
ticed that  under unstable stratification condition R 
may differ, significantly, from the values (0.4+0.8), 
accepted for equilibrium conditions. However, one 
can see from fig.13 that R is close t o  2 in the turbu- 
lent core region, and increases near the walls due to  
their suppression effects. 

T“ 2 E T  

I n  order to investigate qualitative behaviour of tur- 
bulence in unstably stratified layers, we made an at- 
tenipt to  define the eddy transport properties. By us- 
ing ut = C,k’/2L, = C,k2/&,  we obtain tlie isotropic 
eddy viscosity, which is rather small [v E (1 + 2 )  for 
Ru = 9.3.  lo7, see fig.141. The  isotropic eddy diffu- 
sivity for heat is defined by using mixed time scale 
as follows at = C A k d m ,  with CA = 
0.11. Turbulent Prandtl number, Prt = z ,  is about 
0.7 in the turbulent core region for Ru = 5 . lo6, 
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Figure 9: Distribution of Reynoids stresses. 
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Figure 10: Budget of turbulent energy. 

and decreases with the increasing of Rayleigh num- 
ber (about 0.5 for Ru = 9.3 - lo7,  see fig.15). As a 
consequence of R behaviour, the turbulent Prandtl 
number decreases, drastically, in the nearwall region 
to  PTt < 1. 

It must be noted here that all the comparison 
and computations were made for the electrolytically 
heated water layers, which have Prandtl numbers in 
the range 3t7. However, reactor core melts have 
relatively high heat conductivity and, consequently, 
lower Prandtl numbers (in the range 0.4i1.2). This 
qiiestion has yet to be addressed. 

Finally, it is perhaps instructive to  note that the 
numerical method and simulation approach utilized 
i n  thc present work are sufficiently robust and gen- 
eral. The technique can, thcrefore, be used for stud- 
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Figure 12: Budget of mean temperature variance. 

ies of turbulent natura1 convection flows with com- 
plex geometries [9]. 

4 .  CONCLUSION 

Direct numerical simulation of a naturally convect- 
ing flow in an internally heated fluid layer, with a 
constant temperature boundary condition on the up- 
per surface and thermal insulation boundary condi- 
tion on the bottom surface, is performed for sev- 
eral Rayleigh numbers in the range 5-106 - 1-10' 
using finite-difference schemes. The approach en- 
a.bles the determination of the top wall heat fluxes, 
the mean temperature fields, thc distribiitions of 
Ileynolds stresses and turhiilcnt heat fluxes. 
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Figure 14: Turbulent transport properties. 

1. The calculated Nusselt number, temperature 
distribution within the fluid layer and temperature 
fluctuations are in good agreement with experimental 
da t a  of Kulaclci et  al. [3], [8]. Also, the calculated 
turbulent heat fluxes agree well with those predicted 
by the analytical model of Cheung [4]. 

2. Analysis of the calculated turbulent character- 
istics shows significant anisotropy of turbulent trans- 
port properties. In particular, the turbulent Prandtl 
number is smaller than unity and decreases with in- 
creasing of Rayleigh numbec.. So, the isotropic eddy 
diffusion approach can not be used to  describe tur- 
bulent natural convection heat transfer under un- 
st  able s tratification condi tion in question. Fur t her- 
more, dissipation time scale ratio R is shown to differ, 
significsntly, from values, accepted for thermal vari- 
ance eqiiilibriuni conditions. Preliminarily, values of 
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Figure 15: Turbulent Prandtl  number for Ra = 5 .  
106; 9.3 .107. 

R > 1 were obtained for cases with fluid Prandtl 
number Pr = 7. 

3. The turbulence da ta  obtained are important for 
developing Reynolds stress correlations and reliable 
methods for describing turbulent natural convection 
heat transfer t o  the isothermally cooled upper surface 
in an internally heated liquid pool. 

It is necessary t o  perform, in a near future, sim- 
ilar computations for internally heated liquid layers 
with fluid Prandtl number ranging between 0.4t1.2,  
t o  e-xplore possible effect of Pr number on the be- 
haviour of turbulent characteristics and t o  ensure the 
applicability of calculated da ta  and models to reactor 
situations of interest. 
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n r  1 1  
LY omenciazure 

__- Arabic 
9 Gravitational acceleration, m/s2 
N u  
Pr 
Ru 
t time, s 
T' 

Nusselt number, N u  = qupEI/[~(Tw - Taue)] 
Prandtl number, Pr = v / a  
Rayleigh numbcr, Ru = qUH5gp/(crrcv) 

Dimensionless temperature, T' = & 
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Greek 
CY Thermal diffusivity, m2/s 
B 
6 Kroenecker’s delta 
6 Heat conductivity, W /m.K 
p Dynamic viscosity, Pas  
v Kinematic viscosity, m2/s 
p Density, kg/m3 

Coefficient of thermal espansion, 1/K 
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MODELING OF HEAT TRANSFER IN HEAT-GENERATING LIQUID POOLS 
BY A N  EFFECTIVE DIFFUSIVITY-CONVECTIVITY APPROACH 

V.A. Bui and T.N.  IXnh 
Royal Institute of Technology, Division of Nuclear Power Safety 

Brinellvagen 60, 10044 STOCKHOLM, SWEDEN 
Fax + (46)(8) 790-7678, e-mail: anh@ne.kth.se 

ABSTRACT - The paper presents an effective diffusivity-convectivity approach to the modeling 
of heat transfer in heat-generating fluid layers and pooIs, in which the buoyancy-induced convective 
heat transport is addressed by means of pseudo-convective terms and effective heat conductivity. 
The approach was applied to analyze the heat transfer in fluid layers, square as well as semicircular 
and hemisphere cavities with different boundary conditions. The computational results showed that 
some essential parameters, like the fraction of heat removal to cooled surfaces, the temperature 
fields within the layers and pools, and the local distribution of heat fluxes on pool boundaries, can 
be reasonably described by this approach. 

1. INTRODUCTION 

Liquid pools with internal heat generation are of 
primary interest in many industrial cases, especially, 
in nuclear engineering. Under the hypothetical se- 
vere accidents in a nuclear reactor a molten fuel pool 
may be formed on the lower head of reactor vessel 
as the result of core melt down or on the floor of 
containment, when the reactor vessel fails. In such 
cases the knowledge of the transient thermal behav- 
ior of the decay-heated corium pool is essential for 
the assessment of different safety characteristics of 
the system, like the coolability of the melt pool or 
the debris bed, the capability of melt retaining in- 
side the reactor vessel, and the timing of the vessel 
lower head failure, 

Heat transfer inside a liquid pool with volumet- 
ric heat source is driven by natural convection, that  
can be changed from laminar mode to  turbulent ac- 
cording to the Rayleigh ( R a )  number. The natural 
convection inside such a melt pool has a large strat- 
ified region on most of lower pool portion and an 
intensively mixed region of iinstable stratification on 
top. The heat transfer to the side wall is, however, 
govcrned by the dcvelopmcnt of the boundary laycr 
of tlic Ilow nioviiig downwvard rtlong the cooled wall. 

Due to  the complex nature of the natural convec- 
tion heat transfer inside such internally-heated pools 
and the involvement of other physical phenomena 
and mechanisms, like phase change, property changes 
in a wide temperature range, intense interactions 
wit h surrounding environment or structures, the ap- 
plication of traditional approaches, based on the so- 
lution of the Navier-Stocks equations and turbulence 
modeling, can be highly difficult and inefficient. At 
the same time, the integral methods, based on some 
lumped-parameter models of involved physical phe- 
nomena, while simple, can not provide detailed in- 
formation about the distribution of local parameters 
and characteristics. Recently, an effective diffusivity 
approach was used in the modeling of natural convec- 
tioii heat transfer in heat-generating pools, in which 
only heat conduction equation is solved and the effect 
of natural convection is taken into account by using 
the effective directional thermal conductivities. This 
approach was successfully used to  describe the natu- 
ral convection heat transfer in some fluid layers and 
pools with simple boundary conditions (one cooled 
surface). Howcver, its validation for more complcx 
cases of boundary condition is not yet available. 

'i'lie aim of thc present work is t o  develop a 
new method for modeling heat transfer in  a Iicat- 
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gerierating liquitl pool, wliicli can reasonubly clescribe 
tiie I elatetl physicsl processes and phenomeiia., and, 
at the same time, is simple enough, so that it can be 
irnplementcd i n  an integrated reactor safety code. 

The actual espressioiis for t h e  effective velocity 71 

and effective conductivity k, will be formulated for 
each specific case of pool geometry and boundary 
conditions in the following sections. 

2.  THE MODELING APPROACH 3. FLUID LAYERS WITH SIMPLE 
BOUNDARY CONDITIONS 

In general, the major features of the developed 
modeling method cari be stated as follows. The heat 3.1 Fluid layer cooled from top 

transfer inside a convecting liquid (melt) pool with 
volumetric energy source is assumed t o  be driven 
by two mechanisms: ( a )  the vertical upward move- 
ment of heat-generating stratified fluid layers; and 
( b )  the horizontal heat transfer t o  the cooled side 
wali through the liquid layer developing downward 
along the cooled wall. In the present work, the first 
mechanism is modeled using a new method (named 
as effctive convectivity approach), in which the con- 
vective term in heat transfer is defined analytically. 
The second mechanism is modeled by means of the 
effective diffusivity approach (Cheung et al. [i] [2]). 

The mathematical formulation of the problem is 
based on the two-dimensional, energy conservation 
equation, written for a general curvilinear coordinate 
system: 

a p c e  
at 

+ V (pCUB) = V - (LVB) + Q u  (i) 

In order t o  solve equation 1, the velocity U = [u,~] 
is analytically determined from the pool characteris- 
tics and the boundary conditions. In this work, the 
horizontal velocity component v is neglected and the 
buoyancy-induced vertical velocity u is defined from 
the analytical and experimental correlations of heat 
transfer coefficients on the boundaries. 

The diffusion term of equation 1 can be rewritten 
for the case of homogeneous orthotropic, anisotropic 
heat conduction as follows [4] 

with qx = -kx . grade, qy = -Ly grade, kz, and ky 
are the heat iiuxes and heat conductivities in the di- 
rection 3: (horizontal) and y (vertical), respectively. 
Moreover, in present work, we assume that  ky = k, 
since tlie heat transfer in the vertical direction is 
dominated by tlie corivective transport, u. Tlie effec- 
tive conductivity, k,, is defined from the heat transfer 
rate iii the liorizontal direction in case of pools cooled 
froni side wdls. 

T h e  natural convection in a heat generating fluid 
layer cooled from its top (figure 1)  is characterized by 
an unstably stratified flow pattern, in which the av- 
erage flow moves mainly upward and carries most of 
the heat generated within the volume to the isother- 
mally cooled boundary. Simultaneously, cooled liq- 
uid tongues fall down in a chaotic manner, carrying 
liquid mass back to  the lower region of the fluid layer. 
The time-averaged temperature distribution within 
the fluid layer is quite uniform, except for the very 
top part  nearby the cooled surface. In sucli a case 

8 =const * 
q = o  em, 

Figure 1: A fluid layer cooled from top. 

the heat may be assumed to  be removed from the 
fluid layer only by the average flow with upward ve- 
locity u, that  can be defined from the heat balance 
equation pCu A 8 = Q,L. Expressing the relation 
between heat flux QuL and temperature difference 
A0 through Nusselt number, we obtain the following 
correlation for u 

where Nuup = 0.338Ra0.227 [5] [6]. 

Kulacki et al. [5],[6] reported measurements of 
transient temperature distribution across volumet- 
rically heated horizontal fluid layers, which werc 
cooled froni top and tliermally insulated from bot- 
tom. Measurements were performed for wide raiiges 
of Rayleigh iiumber and laycr deptli (L).  Tlie com- 
putational results of the' steady-stak and transient 
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tcriipcrature profiles are presented i n  figures ‘2-4 and 
a x  in reasonably good agreement with tlie esperi- 
mental data  (filled points). 

1 .o 
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Figure 2: Steady-state temperature distribution. 
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Figure 3: Transient temperature profiles ( R a  = 
1.18 x 10”). 
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Figiirc 4: Transient temperatiire profiles ( R u  = 
5.59 x 10‘1). 

3.2 Side-cooled liquid cavity 

111 case of cavities cooled from side the heat trans- 
fer to  the side walls depends on the characteristics 
of the boundary layer developing along tlie verticai 
wall, that  might change from laminar t o  turbulent 
flow regime if the local Rayleigh number exceeds a 
critical value and periodical disturbances occur in 
the form of thermal waves (figure 5). Because such 
a boundary layer development occurs only in a very 
narrow region next to  the cooled boundaries and the 
heat transfer in the horizontal direction is dominant, 
the proposed approach based on the average (effec- 
tive) velocities may not be applicable. In this case 
the effective diffusivity approach proposed by Che- 
ung et al. [i] [2] may be used. The heat conductivity 

e =const 

q = o  

q = o  

e =const 
W 

Figure 5 :  Square cavity cooled from side walls. 

on the horizontal direction, IC, ,  is defined from the 
following correlation 

- I C ,  El = h(8-O, )  = h A 6 ,  (4) ax w 

where 8 is the horizontally averaged temperature for 
a vertical position. Therefore, 

(5) 

where N u ,  = y is the local Nusselt number. In 
cases of laminar natura1 convection heat transfer 
from an inclined surface, the Eckert- type correlation 
proposed by Chawla et a1.[7] can be applied to  define 
N ‘11, 

where Ray is tlie local Rayleigli iiumber bssed on 
characteristic lengtli y’, tliat is tlie boundary-layer 
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deveiopiiieiit iength from the leading edgc of thc 
cooled surface: 

(7) 
P 9WYYt3  - Ray = Gr,Pr = 

Y2 cy 
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Figure 6: Local distribution of N U S  at the cooled 
vertical side wall. 

Calculations are performed for the cavity cooled 
from its sides with the same conditions listed in the 
experiments performed by Steinberner and Reineke 
[SI. The size of the cavity is 0.8m x 0.8m. The com- 
putational results are presented in figure 6 together 
with experimental data  of Steinberner and Reineke. 
It is worth t o  note that the computational local dis- 
tributions of N u s ( y )  exactly mirrors the dependency 
6. Since N u y  presents the heat transfer across one- 
dimensional free boundary layer development along 
infinite heat-exchange surface, no effect of interac- 
tion between this boundary layer and the cavity’s 
bottom surface as well as with stagnant liquid layer 
a t  the lower part of cavity can be modeled. There- 
fore, the proposed scheme can not adequately de- 
scribe the heat flux distribution on the lower part of 
the side wali and the transition to  turbulence (e.g., 
RU = 3.71 x 1013 [SI). 

4. FLUID LAYERS WITH COMPLEX 
BOUNDARY CONDITIONS 

4.1 Fluid layer cooled from top and bottom 
In this case the fluid layer can be divided into two 
sublayers with distinctive effective velocity for each 
layer. The upper sublayer is unstably stratified and 
the generated heat is removed by the effective ve- 
locity uzp to  the upper cooled surface. The lower 
sublayer is stably stratified with heat removed up- 
wards by tlie effective velocity u[,, and downwsrds 
by heat conduction. Tlie heat balance in both parts 
of tlie layer can be represented a.s follows 

OUp = const 

T--+ 

Figure 7: A fluid layer cooled from top and bottom. 

Thus, the effective velocities can be calculated from 
the following correlations 

uup = 

w o w  = 

Qlow Q V L  - 

QvHiow - 

P C p  Qup P C p  A eup 

P C p  Qlow PCp A Olow 
(8) 

Qlow 

where Aeup = (Oint - O u p )  and AOl,, = (Oint-Olow).  

In case dup = Oiow,  we have Aeup = AOrow = Ae. 

The interrelations between Q v ,  qOw, and AB can 
= be expressed through Nu and Nul,, (where 

1.389 Ru0.095[8]). The size of the lower sublayer Hlow 
can d s o  be evaluated from the Nusselt numbers: y =  Nul,,,,, . As a result, 

Nuup+Nu~ow 

( Y -  
 up = -(NU L - Nulow) 

Calculations are performed for layers of different 
size for wide ranges of Rayleigh number and their re- 
sults are compared with experimental da ta  obtained 
by Kulacki and Goldstein [lo]. The  computational 
fraction of energy transport t o  the lower boundary 
is presented in figure 8 and is in good agreement 
with experimental data. Figure 9 shows the tem- 
perature profiles obtained by calculations (lines) in 
comparison with experimental da ta  (points) for dif- 
ferent Rayleigh numbers. The discrepancies between 
these data are within the uncertainty range of mea- 
surernent and experimental correlations used in the 
present work. Certainly, tlie developed method is not 
able to  describe deeper physical relationships ( e g .  
tlie tlependence of Nusselt number on fluid Prandtl 
number) otlier than the pliysicsl laws implemented in 
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Figure 9: Temperature profiles. 

the used correlations. Nevertheless, it is important 
that the model could correctly predict the fraction of 
energy removals to the cooled surfaces, which is im- 
portant for the analysis of the integrity of the reactor 
vessel, enveloping a debris core melt pool, in cases of 
severe accidents. 

4.2 Square cav 
aries 

ties with isothermal bound- 

A combined technique can be applied to model the 
heat transfer in a cavity with all walls cooled. In 
this case the heat removal from the top and bottom 
surfaces are defined by using the technique proposed 
in the section 4.1 and the heat removal from the 
side walls are calculated using effective diffusivity ap- 
proach described in the section 3.2. Tlie esperimen- 
tal data of Steinberner and Reineke [8] are used in 
order to verify the computational model. The exper- 
iments were pcrformed in a flat rcctangular cavity of 
800mni i n  size. Tlic test fl i i id was !vater and Joulean 

1icai;ing was used as the heat source. The conipu- 
tational results of tlie local distribution of N u s  for 
various Rayleigli numbers in comparison with the ex- 
perimental data are presented in fig.10. In the case of 
cavi ty cooled from all walls there may be some kind of 
interference of the two above-mentioned heat trans- 
fer mechanisms, which reduces the accuracy of both 
formulatkms. However, the comparison of computa- 
tional results with expermental data showed that the 
model could give quite good proportions of the heat 
fluxes on top, bottom, and side walls (see figure il) 
as well as a reasonable distribution of heat transfer 
coefficient on the side wall. 

700 

600 

5M) 

400 
I 

300 
z 

200 

100 

O 
1.000 0.875 0.750 0.625 0.500 0.375 0.250 0.125 O.Oo0 

Y/L 

Figure 10: Local distribution of N U S  number at  the 
vertical wall (all walls cooled). 
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Figure 11: Ratios of heat removed to top, bottom 
and side walls. 

5.  COMPLEX GEOMETRY FLUID LAY- 
ERS AND POOLS 

5.3. Fluid layer with one spherical houndary 
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Tlic incthotl described i n  the previous sections 
can bc applied to describe tlie natura1 convection 
heat transfer in more complex geometry, internally 
heated liquid pools. The following calculations per- 
tain t o  the experimental study by Min and Kulacki 
[li] on convective heat transfer in liquid pools with 
uniformly distributed volumetric energy sources, in 
which measurements of transient temperature dis- 
tribution along the centerline of the pool were per- 
formed. The pool was bounded from below by a seg- 
ment of a spherical shell maintained at zero heat flux, 
from the side by a cylindrical wall also maintained a t  
zero heat flux, and from above by a horizontal surface 
maintained a t  constant temperature. In figure 12 
the comparison of computational results of transient 
temperature profiles along the centerline of the pool 
with experimental data  obtained by Min and Ku- 
lacki [li] is presented. The model gave a quite good 
steady-state temperature distribution, while overpre- 
dicted the transient from an initial uniform temper- 
ature with a step change in Rayleigh number. This 
is explained by the additional effects of the bottom 
surface curvature the two-dimensionality of flow pat- 
tern. 

1 .o = ' *  FO = 0.01 566 rn--- I (exp.data) F0=0.03131 

0.8 
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Figure 12: Comparison with experimental data  of 
Min and Kulacki (1978), Run 148 

5.2 Semicircular and hemisphere pools 

Calculations are also performed for the semicircu- 
lar and hemisphere pools cooled from all boundaries 
(figure 13) using the proposed modeling approaches. 

Taking into accourit the siirface inclination, we can 
rewrite equatioii (4)  in a more general form as follows 

I @ -  e,) = q(z )  (10) 
wlicre q ( z )  is tlie heat flux, 1)erpcriciiciiiar to the wall 

Figure 13: Semicircular and hemispliere pools. 

a t  vertical location z ,  that  can be evaluated as 

q = - I C ,  - cos7(z) + k, sin7(z) (11) 
8x I w 

where y ( z )  is the angle of inclination of tlie wall from 
vertical direction a t  vertical location z. Also, tlie 
gravitational acceleration g in equations 6-7 should 
be defined as 9 = g cosy(z). 

It is worth noting that most of correlations for N u ,  
are valid for 7 5 30°, so we assume that only kz 
changes along the cooled wall and takes its ordinary 
value (k, = I C )  for 7 2 60". The resulted formula- 
tion for k, has the form 

Calculations are performed for a semicircular cav- 
ity of 75mm radius with Rayleigh number ranging 
from 1.4 x lo8 to 1.4 x lOI3. The calculated distribu- 
tion of Nu,/% is depicted in figure 14 in compar- 
ison with experimental da t a  obtained by Jahn and 
Reineke [12]. The  average Nuup and Nudn received 
from calculations (points) are shown in figure 15 and 
agree well with the experimental results (lines). 

Calculations are also performed for hemisphere 
pools with 75mm and 150mm radii. The compu- 
tational average top and bottom Nusselt numbers 
(points) presented in figure 16 are in a good agree- 
ment with results of the numerical study of Mayinger 
et al. (lines) (quoted from [13]). 

6. SUMMARY 

In the paper, heat transfer in internally hcated 
liquid pools is modeled witli a particular empliasis 
on the validation of the developcd metliod i n  vari- 
011s geomctries and under differcnt bouiida.ry condi- 
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tions. It has been shown, by comparing the compu- 
tational results with the available experimental data, 
that the method is capable of describing fractions of 
heat removal to the cooled surfaces of cavities, tem- 
perature fields within the cavity under steady-state 
and transient conditions, and local heat flux distri- 
bution on the bottom curved surface of liquid pools. 
In general, the modeling is based on solving two- 
dimensional energy conservation equation with tak- 
ing into account the effect af anisotropic heat con- 
duction. Effects of natural convection are modeled 
by means of "pseudo-convective" terms and effective 
diffusivity coefficients. The heat-driven effective ve- 
locities are calculated using a heat-balance treatment 
and experimental correlations of heat transfer coeffi- 
cients on the cooled boundaries. 

It is perhsps instructive to note that, although 
tlie method is able to portray all most significant 
features of natural convection heat transfer in lieat- 
generatirig liquid pools, it is restricted by tlic un- 

1M) 

z 

i 

Figure 16: 
pools). 

Average Nusselt numbers (hemisphere 

certainties of the utilized analytical and experimen- 
tal correlations. In that sense, the present model 
can hardly be used to  obtain new physical insights 
into the laminar/turbulent natural convection flows 
and heat transfer in internally heated liquid (melt) 
pools. However, the developed metliod provides an 
excellent technique for handling the core melt pool, 
forined inside the decay heated debris bed and lo- 
cated on the lower head of the reactor pressure ves- 
sel, when a large number of physical phenomena are 
involved. The characteristics of molten pool during 
its formation, namely the pool temperature field and 
the heat fluxes imposed on pool boundaries, can be 
properly modeled by this robust and efficient mod- 
elirig approach. These informations are needed for 
evaduating the mode and timing of vessel failure as 
well as parameters of melt discharged from reactor 
vessel upon its failure. 

NOMENCL ATURE 

-- Arabic 
C Specific heat, J/ (kg .K)  
Fo Fourier number, Fo = 9 
h Heat transfer coefficient, W/(m.I<) 
k Thermal conductivity, W/(m2.1<) 
L Characteristic length, m 
N u  
PT 
Qt, Volumetric heat flux, W / m 3  
Rti 
u, v 
2, y 
-- G i w k  

rr Thermal diffusivity, m2/s 

.L Nusselt number, Nu = k(iw-s) 
Prandtl number, Pr = v / o  

Rayleigh number, Ru = g g , O  
Velocity components on verticsl and liorizontsl 4 

Ilorizontal and vertical spacc directioiis 
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$ 
v 
p Deiisity, kg/m3 
O Temperature, K 
O' Dimensionless temperature, qve$;k 

Subscripts 
W wall 

(:cjefficicnt of tiicrnial cspansioii. 1/I< 
I\ j neni a t i c vis cosi ty, ni / s 
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Numerical Modeling of Heat-up and Melting 
Processes in Internally Heated Debris Bed 
and Reactor Vessel Lower Plenum 

V.A. Bui, T.N. Dinh, and B.R. Sehgal 
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Brinellvagen 60, l O O &  STOCKHOLM, S WEDEN 

ABSTRACT 

The paper considers the two-dimensional thermal processes in internally 
heated oxidic debris beds in the lower plenum of a light water reactor vessel 
during the course of severe accidents with core meltdown and relocation. 
Heat transfer and phase change processes in debris beds and vessel lower 
head wall are investigated numerically with a particular emphasis on the 
dynamic characteristics of thermal transients in question. The main pur- 
pose of the work is to develop an appropriate modeling approach, which 
enables the analysis of complicated physical processes (involving dynamic 
changes of bed porosity, anisotropic heat transfer in remelting beds with 
internal energy sources) in complex domains of debris bed and vessel lower 
head wall. The natural convection heat transfer in the forming melt pools 
are described by means of an originally developed effective conductivi ty- 
convectivity approach. A multi-block Control-volume numerical scheme for 
two-dimensional cartesian or cylindrical non-orthogonal geometries has been 
developed and applied to predict heat transfer in the solid or porous core 
debris beds and forming melt pools. 

INTRODUCTION 

Phenomena of in-vessel melt-structure interaction in a reactor pressure 
vessel (RPV) lower plenum are of paramount importmce i n  the modeling 
of severe (meltdown) accident progression in light water reactors (LMrRs). 
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During a course of severe reactor accident!;, large amounts of molten core 
materials are relocated from the reactor core to the lower head plenum 
to form a decay-heating debris bed. Geometrical, structural, and thermal 
characteristics of such a debris bed (like mass, composition, porosity, and 
temperature of debris) depend very much on the accident scenario. 

A number of experimental and analytical works have been initiated and 
performed to improve the current knowledge about the physical nature of 
core melt - reactor vessel interaction and lower head failure; see e.g. [l]. 
Among various analytical methods, numerical simulation is a powerful in- 
strument, which can be used to describe the above-mentioned complicated 
physical phenomena and their inter-depenclencies. Sensitivity studies were 
also performed to consider the effects of parameters, such as debris porosity, 
debris-to-gap resistance, reactor coolant pressure, and heat transfer condi- 
tions on the outer surface of the vessel lower head. Though all these pa- 
rameters are highly uncertain, the study shed a light on the significance of 
these factors on the thermal and structural behavior of the reactor vessel. 
I t  is worth noting that the mathematical itnd physical models of different 
severe accident codes are varying from code to code. Due to the complicated 
nature of the physical phenomena and the present shortage of knowledge 
about them, each model employs a set of simplifying hypotheses and as- 
sumptions in modeling heat mass transfer processes in complex domains of 
melt and vessel and vessel failure mechanisms. 

The present paper describes the development of a computational method, 
which can be used to integrally analyze the thermal transients occurring in- 
side the complex-geometry system of debris bed and reactor vessel wall and 
to assess several factors, which may have significant importance in predict- 
ing these transients. Such factors may be the characteristics and config- 
uration of an inhomogeneous core debris bed, the nature of heat transfer 
processes inside the debris bed and vessel wall, and the thermal interac- 
tion between them. More specifically, the heat transfer processes inside the 
debris bed and vessel wall may involve the heat transfer due to radiation, 
the heat-up and melting of the debris bed, the formation of the core melt 
pool and the heat transfer inside the convection-dominated melt pool, the 
local melting of the vessel wall due to melting or strength failure. From the 
"simulation" point of view, each of these processes and phenomena is an 
appealing problem and is difficult to be adciressed rigorously. Moreover, the 
coupling nature of them during the course of interested transients makes the 
analytical approaches using advanced methods combining the simulations 
of heat transfer by conduction, radiation, and turbulent natura1 convection 
with phase change, to be difficult to be realized. At the same time, the 
sirnplified approaches using the single-point analysis could give just lim- 
ited meaningful description of the dynamics of the involved, inter-related 
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processes and phenomena. Therefore, the development of a modeling ap- 
proach, which can reasonably describe the related physical phenomena and 
characteristics, and, at the same time, be simple enough to implement. in 
an integrated reactor safety code, is still a challenging problem. 

MODELING APPROACH 

Governing equation and numerical treatment method 

The modeling development is based on the mathematical formulation 
of the energy conservation equation, derived for a two-dimensional gen- 
eral curvilinear coordinate system ( cartesian itnd cylindrical axisymmetric) 
[2]. The equation includes some modifications to take into account the 
anisotropic heat conduction, which are based on the assumption about ho- 
mogeneous orthotropic characteristic of the thermally anisotropic medium. 
The  resulted energy conservation equation in a general curvilinear coordi- 
nate system (t, 7) has the following form: 

Figure 1: A computational control volume. 
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where 

and 

By specifying appropriate thermal conductivity coefficients kx, ICy (without 
using the convective terms), the above-developed heat transfer equation can 
be used to describe some cases of heat transfer due to natural convection 
[3][4]. The particular models of the effective thermal conductivities k, and 
k,  depend on the geometry and the boundary conditions of the system under 
consideration. In this work the convective terms will be modeled by means 
of a new effective convectivity approach and used in combination with the 
effective diffusive terms in order to describe the natural convection heat 
transfer in the forming core melt pool. 

The complex geometries of the investigated objects (reactor vessels and 
debris beds) are treated by dividing them into several computational do- 
mains, which are "sewed" together by sorrie heat balance treatment. The 
computational domains can be connected directly or indirectly with taking 
into consideration a layer, having a definite heat transfer coefficient, lying 
between them. In future, this option will be used to model the gap heat 
transfer between the debris bed and the vessel wall. 

The above-developed energy conservation equation is solved iteratively 
on all computational domains. The values of temperature on the inter- 
domain boundaries are redefined after each iteration and are used as the 
domain boundary conditions for the next iteration. The convergence of 
iterative procedure is defined by controlling the heat balance inside the 
system. 
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Convective h e a t  t ransfer  model ing 

In the formed decay-heated melt pool, convective heat transfer is the 
dominated heat removal mechanism, which defines the ratio of heat re- 
movals to the boundaries. Since in reactor cases, the natural convection 
occurs at very high Rayleigh numbers (up to 1OI6), the application of com- 
plicated turbulence models has proved to be unefficient. Recently, a new 
method for modeling natural convection heat transfer, named as effective 
diffusivi ty-convectivity approach, has been developed to describe the heat 
transfer parameters of heat generating fluid layers and pools [5]. In general, 
the modeling approach is based on some effective treatment of the convective 
and diffusive terms of the energy conservation equation, without solving the 
momentum equations. The heat transfer inside a internally heated, convec- 
tive melt pool, cooled from all boundaries, is assumed to be driven by two 
mechanisms: (1) the vertical movement of stratified fluid layers; and (2) the 
heat transfer to the side wall through a boundary layer, developing down- 
wards along the cooling wall. The first mechanism is modeled by means of 
a newly developed approach, named as effective convectivity approach, in 
which the velocities of the convective term (eqn.2) are analytically defined 
from the pool characteristics. Some treatment has been introduced in order 
to ensure the mass conservation inside the system, which is based on the 
redistribution of the mass flows on boundaries to the inner computational 
nodes. This approach was successfully applied to describe the heat fluxes 
and temperature distribution inside heat-generated fluid layers cooled from 
top and bottom 151. In such cases, when the side cooling takes place, the 
second mechanism is introduced and modeled using the effective diffusivity 
approach, which was firstly developed by Cheung et al. in references [3][4] 
(for cartesian coordinate system only). The combination of above two mod- 
eling approaches allows to describe the heat transfer inside fluid layers or 
pools, cooled from all boundaries. 

Recently, this convective heat transfer model has been validated against 
the data, received by COPO and UCLA experimental studies, which were 
performed in order to investigate the natural convection heat transfer inside 
internally heated liquid pools at the high range of Rayleigh numbers (1.34 
1014-1.61 - 1015 in COPO and 1011-1014 in UCLA experiments). The COPO 
experiments were based on using a two-dimensional ” slice” of the Loviisa 
torospherical lower head (including a portion of the cylindrical vessel). In 
UCLA experiments the pools had spherical form and contained Freon-113, 
which was volumetrically heated using microwave energy. For both cases, 
the developed convective heat transfer modeling approach was shown to be 
able to give not only the correct heat transfer coefficients on the cooling 
siirfaces biit idso thc right heat flux distributions on the cooling side wall 

’ 

53 



for all investigated values of Rayleigh numbers (see [SI). 

P hase change model ing 

The phase change in a remelting debris bed is described by a fixed grid, 
temperature-base, enthalpy method [7] .  ?'his approach is a single region 
formulation, wherein one above-mentioned governing equation can be used 
to describe the energy conservation in all phase-change regions. From a 
single enthalpy conservation equation, which is common for the solid, liquid, 
and interfacial (mushy) regions, the followiiig heat transfer equation, which 
has a form similar to eqn.2, can be derived: 

where C"(e*) and So(8*) are determined from 

The specific heat and the heat conductivity of the mushy phase has 
been taken as the average of those of the solid and liquid phases; i.e., c,  = 
(cs + c1)/2. 

HEATUP AND MELTING OF DEBRIS BED AND VESSEL WALL 

The approach and models, developed in this work, are applied to in- 
vestigate the processes of heat-up and melting of an initially solid debris 
bed, located in the lower head of reactor vessel (figure 2). The debris bed 
is bounded from top by a flat surface and from bottom by the vessel wall, 
which has a spherical from. The heat is transferred by radiation from the 
debris bed to the above structures, which have a constant temperature of 
1000 K. The reactor vessel is externally cooled by water, so the tempera- 
ture of the outer vessel surface is assumed to be kept at 378 K. The physical 
geometry of the debris bed and the reactor vessel is presented by six com- 
putational domains (three for the debris bed and three for the vessel wall). 
The total number of computational nodes is 4814 (figure 3).  
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PiVR CONFIGURATION 

T=1000K 
Tini,= 2000 K 

HEAT RADIATION 

L T wall = 378 K 
VESSEL WALL 
D = 4 m  i Tinit  = 700 K 

Figure 2: The initial and boundary conditions. 

With the internal heat generation inside the debris bed set to 0.85 MW/m3 
and the initial debris temperature equal to 2000I<, a time span of about 4 
hours is needed by the system to dissipate 100% of this energy. With time 
step equal to 150s, approximately 1.5 hours of CPU time (on HP-700 work- 
station) is needed to simulate 4 hours of real time process. The melting 
inside the debris bed begins after about 2.5 hours (figure 4). It is inter- 
esting to note that , because of the large size of the debris bed and the 
relatively low heat conduction coefficient inside it, the effect of the cooled 
boundaries are rather weak and the debris bed heats up almost uniformly. 
As a result a large part of the debris bed reaches the melting temperature at  
the same moment and the initial melt pool already occupies a large portion 
of the debris bed. After the beginning of melt pool formation the natura1 
convection heat transfer becomes more important and the heat flux to the 
vessel wall departs from the uniform distribution and its distribution will 
take the form similar to that of a pure heat-generated fluid pool (figurG5). 

A steady-state inside the system is reached after about 4 hours. At this 
time the core melt pool already occupies a large part of the debris bed, but 
is still enveloped by a crust layer. As can be seen from figure 6, the thickness 
of this crust layer varies around the peripheral of the melt pool. The layer 
may be very thin at the top and upper side part of the melt pool, where 
the heat fluxes are very high. Along the side boundary the distribution of 
the crust thickness is almost inversely corresponding to the distribution of 
the heat flux. It is worth noting that, despite the heat diffusion effect of the 
crust layer, the ratio of the heat removals upwards and  sidewards from the 
debris bed at the steady-statc remains similar to that of a pure melt pool 
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Figure 3: The computational grid (6 blocks). 

of the same parameters. 

The computational results also show that, at  the steady-state, the re- 
actor vessel wall may partially melt down. The heat transfer regime inside 
such a molten layer may be an interesting subject for further investigation. 
Some sensitivity analyses showed that the assumption about the effective 
heat transfer coefficient inside such a layer may have a strong effect on the 
existence of the debris crust layer above it. 

CONCLUSION 

In this work the complicated phenomena of heat transfer and phase 
change inside a heat-generated core debris bed, located on the lower head 
of PWR vessel have been modeled. The modeling approach is based on 
the energy conservation equation, derived for a two-dimensional, general 
curvilinear coordinate system, with taking into consideration the orthogonal 
anisotropy of heat conduction inside the in.vestigated objects. Major efforts 
have been concentrated on the development of an appropriate model of 
natura1 convection heat transfer inside the forming core melt pool, which has 
proved to be reasonably correct and efficient. All separate mathematical and 
physical models of the relevant phenomena have been implemented into a 
computer code, which is then applied to analyze the thermal transient inside 
the system of the core debris bed and the reactor vessel in a scenario of severe 
accident with core melt-down and relocation. While calculational results 
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indicate that the modeljng approach is efficient and capable of providing a 
realistic picture about the physical processes in question, there is a clear 
need for further model validation and improwment basing the results of 
future analytical and experimental works. 

NOMENCLATURE 

Arabic 
c, c 
L 
Nu 
Pr 
Ru 
U 
h 
k 
Qv 

G ree k 
CY 

P 
Y 

P 
I9  

9* 

Specific heat, J/(kg.K) 
Characteristic length, m; Latent heat, J / k g  
Nusselt number, Nu = y 
Prandtl number, Pr = v /a  
Rayleigh number, Ru = g g P  
Velocity vector 
Heat transfer coefficient, W/(rn2.K) 
Coefficient of thermal conductivity, W/(m.Ii') 
Volumetric heat generation rate, W/m3 

Thermal diffusivity, m2/s 
Coefficient of thermal expansion, l / K  
Kinematic viscosity, m2/s 
Density, kg/m3 
Temperature, K 
= 0-9, 

SubscriDts 
1 Liquidus 
m Melting point; Mushy 
S Solidus 
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Figure 4: Initial PWR melt pool, time := 2h28' (q,, = 0.85MW/m3). 
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Figure 6: PWR melt pool at steady-state, (qv = 0.85MW/m3).  
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ABSTRACT 

In this paper, some aspects of the dynamic behavior 
of crust layers, enveloping a corium pool under PWR 
in-vessel rnelt retention condition, are analyzed. The 
upper crust layer, though thin, is shown to be gener- 
ally stable under prototypic reactor conditions. The 
sideward crust stability is found to be sensitive to the 
convective heat transfer in vertical molten vessel steel 
layer. Based on the results of a numerical simulation 
of the flow and heat transfer in corium, considered 
as a binary melt, the stabilizing/destabilizing influ- 
ence of mushy region on crust dynamics is analyzed. 
The need for further experimental and related scaling 
groups studies are discussed in this paper. 

I. INTRODUCTION 

In the last few years, severe accident management 
has come to the fore as a concept to upgrade the safety 
of the existing and the future nuclear power plants. In 
particular, the concept of retaining the molten corium 
within the reactor vessel by external cooling of the 
vessel in the event of core melt-down, is chosen as the 
basic severe accident management strategy for the Fin- 
ish Loviisa VVER-440 plant and the AP 600 plant. In 
fact, if it can be shown, through research, that the 
molten corium, that may accumulate in the reactor 
pressure vessel (RPV) lower plenum during the in- 
vessel progression of the postulated severe accident, 
can be confined within the vessel; all questions about 
the integrity of the containment become inoot. 

The existence of sufficient thermal margin to re- 
tain the corium pool within the AP 600 vessel was 
demoristrated in a recent report by Theofanous and 
co-workers [i]. Specifically, this study analyzed var- 
ious thermophysical processes in the core debris, as 
either a solid oxidic debris or as a molten pool, a t  
steady state. It is worth noting, however, that  it is of 
crucial interest to know the likelihood and conditions, 
under which a steady state configuration of the system 
can be achieved. 

Thc: physical picture can be quantified as follows: 
(a) a solid crust (T 5 Tsoi) will form a cold bound- 
ary for a corium melt; (b) a mushy region will exist 
between the melt pool and the solid crust - in which 
the properties will be different - between those for the 
solid and the liquid corium; (c) a melt pool whose 
boundary will be a t  xiq; and (d) the vessel wall under 
the crust layer may melt to a certain depth depending 
upon the heat flux upon the wall. In general, the heat 
flux directed to the boundary of the melt pool will be 
determined by the natural convection processes, occur- 
ring in the pool and not by the crust thickness outside 
the pool. However, this hold if the solid crust layer is 
stable and if the mushy region between l lq  and TSor 
behaves like the solid crust i.e., it doesnot have a cir- 
culation flow, which may enhance the heat transfer to 
the walls ans affect the thickness of the solid crust. 
Furthermore, crust dynamics may play an irnportant 
role, when the crust thickness 6,, is smal1 enough, so 
that hansient heat conduction and phase change in 
the crust layer can feedback to the core melt pool’s 
natural convection flow and heat transfer by modify- 
ing the pool boundary conditions. Tlieoretically, peri- 
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odic ~clr-~i is t i~i i icd oscillatioiis werc idciitilic(l by Clic- 
ung 121, wlio investigated heat transfer processes i n  an 
iiitcrnnlly Iientcd fluid layer, cooled to freezing from 
abovc. 

The  stability of the solid crust bounded, on one side, 
by molten steel and, the other side, by the mushy layer 
has not been examined before. The  molten steel layer 
could be quite large in extent at location where heat 
flux is the highest. These happen to  be near the top 
corners of the melt pool, where the molten steel layer 
could flow down to the lower location on the pool sur- 
face ’. Alternatively, the steel layer could stay in place 
and starts a natural convection flow which would en- 
hance the heat transfer or the conductivity of the steel 
layer. This scenario and its effect on the heat flux to 
the vessel wall have not been examined so far, and i t  
is the purpose of this paper to do so. 

Generally speaking, there exists very limited infor- 
mation about crust behavior under the in-vessel melt 
retention conditions. T h e  objective of this study is 
to  examine, theoretically and numerically, flow and 
heat transfer phenomena, which are of potential im- 
portance for dynamic behavior of crust under PWR 
in-vessel melt retention condition. 

II. DYNAMICS O F  THE CRUST LAYERS 

11.1. Upper crust layer 

Since tlie natura1 convection flow in tlie upper 
pool portion is unstably stratified, and the heat 
transfer structure is inherently unsteady and three- 
dimensional, the upward heat flux distribution is 
strongly non-uniform and varied in time; see e.g. [3]. 
In other words, the lower surface of the upper crust 
is subjected to  the boundary condition, which differs 
from the uniform, quasi-steady constant heat flux. Lo- 
cal oscillation of the pool upward heat flux can be char- 
acterized by the size &,lob and hfe time ‘ rb /ob  of cooled 
blobs. Systematic information about blob character- 
istics is, unfortunately, absent in the literature. In 
particular, this is due to difficulties in obtaining and 
processing such da ta  from experiments. In order to  
generate the appropriate data  base, direct numerical 
simulation (DNS) can be used. DNS of flow and heat 
transfer in internally heated fluid layers was performed 
in ref. [3]. A fairly good agreement with experimen- 

‘Existence and the effects of a molten metal layer, lying 
separate from the corium pool, are not considered i n  tlie 
present study. 

tal d a t a  i n  internally Iicatctl f l u i d  Iaycrs W;LS iicliicvcd. 
Calculational rcsults were tlieii analyzctl to dctcriiiiric 
the dependencies of 61101 and 71106 on Raylcigli num- 
ber Ra. Specifically, tlie cliaracteristic size of blobs 
is determined as the upper surface- and time-iivcraged 
length scale of zones with l o d  heat flux q s  larger than 
qs := qu . H ;  here H is the fluid layer’s Iieiglit. It was 
found, analytically and numerically from the DNS re- 
sults, that  the dimensionless blob size “Iph is a func- 
tion of Rayleigh number ’. 

- 

Analysis of DNS results also revealed the dependency 
of the maximum descending velocity in the fluid layers 
as U,,,,, - If the time scale of flow convection 
in the layer is defined as rconv = e, we obtain 

3 .  rconu a Fo,,,, = - - 
H 2  - 

T h e  time scale of blob existence, 7b1obI however, should 
be defined as the time required to  replace the cooled 
liqiiid mass within the blob by ascending plumes of 
hotter liquid. Based on an analytical model and eq.(2), 
i t  i v a s  found that  

Figs.1-2 depict the dimensionless time scales (Fourier 

- Fo-blob 
+-+ Fo-mnv 
+-a Fo-cond: qv=l MWIm3 
)-. Fo-cond: qv=3MW/m3 

1 O” 

O u- 

Ra 

Figure  1: Crust conduction time scales vs. con- 
vection and biob existence time scales. 

numbers) of fluid convection Foconu, blob existence 

2At relatively low Rayleigh numbers, Bbiob actiially r e p  
resents the time- and surface-aver.age width of inter-cell 
cooled structure.  
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Figure 2: Crust remeiting t ime scaies vs. convec- 
tion and blob existence time scales. 

Foblob, conduction front penetration through tlie crust 
F O c o n d  = , and crust remelting Fo,,rt = w. 
For the given crust thickness 6,, , the time scales for 
conduction and phase change of crust layer can be de- 

spectively. Obviously, the heat conduction and phase 
change time scales increase with the growth of crust 
thickness. Using the physical properties of corium and 
correlation of Kulacki and Emara [4], the thickness of 
the upper crust layer 6,, was found to be a function of 
the Rayleigh number, Ru, and either heat generation 
rate q,, or fluid layer height H .  The crust thickness 
decreases with the increase in Rayleigh number and 
heat generation rate q,, . 

T Q  T Q  

62 6crpcrH =.,cr 
termined as ?-cond = * and rmelt = q,HI  re- 

It can be seen that,  a t  higher Rayleigh numbers, 
crust layers are susceptible to  thermal attack by as- 
cending flow of hotter fluid. In addition, the higher 
heat generation rates are, the lower critical Rayleigh 
numbers Rucr, at which the crust becomes thermally 
unstable. 

I t  is of interest to analyze crust behavior in a herni- 
spherical corium pool, contained within the RPV lower 
plenum of a PWR. Corium melt properties are approx- 
imated from [i]. The Steinberner-Reineke correlation 
(Nu, ,  = 0.345 Ra0.233) [5] [i] and correlation by The- 
ofanous et al. (Nudn = 0.0038 [i] are used 
here to calculate surface-average heat transfer rates 
to  the upper and downward curved pool boundaries, 
respectively. 

Fig.3 shows that even though the upper crust is 
likely to react to hot melt flow attack, the crust may 

iioi. bc: inelted through for qv < ‘LMI.V/rn:’. This esti- 
niation was made, Iiowever, by wing tlie depeiiclciice 
of tlie convection time scale on Ru [eq.(2)], obtained 
for fluid layers. It is believed, however, that tlie upper 
portion of hemisplierical pool may behave quite sim- 
ilarly to the internally heated fluid layer. Results of 
the present analysis suggest that the upper crust layer, 
though thin, is thermally stable under prototypic re- 
actor conditions. 

Mel1 pool volume 9 2m3 (1 5m height) 

%--+ CNSI conduciion lime s a l e  
=---a c N S ~  remelting time s a l e  
o o Melt convection time s a l e  

1030.0 

y, 

-o.-* *-o-+ *-. 7 

0.0 I I 
0.0 1.0 2.0 3.0 4.0 5.0 6.0 

qv, MWlm3 

Figurc. 3: Time scales of meit pool convection a n d  
upper crust  heat transfer (reactor case). 

11.2. Cideward crust 

Another issue of vital importance for reactor safety 
is the dynamic behavior (remelting, re-formation, sta- 
bility) of the sideward crust. In order to  be able to  
removt: the heat, which is transferred from the molten 
coriurn pool to its curved downward boundary, the ves- 
se1 steel may partially melt and internal vessel surface 
may heat up to  temperature Ti,,* (Tint > Tmp,w). This 
situation is particularly relevant to the upper part of 
the criist-vessel interface (e  > 45O), where the local 
heat flux is high. The quasi-steady conduction analy- 
sis indtcated that the sideward crust, if it exists, may 
be floating on top of a layer of molten vessel steel un- 
der prototypic reactor conditions. Furthermore, the 
corium crust may disappear at the pool corner, if the 
layer of molten vessel steel is assumed to stay, stati- 
cally, in its original place, and Tint 2 Tli,,~. It was 
calculated with the heat-conduction approach that up 
to about 10cm of the vessel steel may be melted away 
a t  the pool corner, when qv is ranging from 1MW/m3 
to 1.5h4W/m3. 

Convection heat t ransfer  i n  n io l ten  vessel 
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stecl  laycr 

' i h i s  section considers tlie convection heat transfer 
in  the vertical molten steel layer on tlie existence and 
stability of the sideward crust and its effect. This ef- 
fect h a s  not been analyzed in previous analyses, re- 
lated to the in-vessel melt retention. It is worth not- 
ing that both temperature difference (Tini - Tmp,w) 

and molten steel thickness 6,, are sufficiently large 
to induce natura1 convection flow within the layer. 
In fact, the Grashof number of the fluid layer, con- 
tained between the crust and solid vessel, defined as 
Gr = 9 L3(Timt-7'mp,w)6zu Y 2  , may reacli 3.109, which is 
fully turbulent in such a condition [SI. Higher the 
Grashof number is, the higher are the Nusselt num- 
ber (Nu,, = -) K w  and corresponding rate of heat 
transfer through this molten vessel layer. 

In this study, we make use of MacGregor and Emery 
correlation (4), obtained under constant-heat flux con- 
dition 3.  

Numw = 0.046(Gr. Pr) ' f3  (4) 

The heat transfer coefficient, hmw = T i , , ~ + m p , w  , 
can be determined, for a given heat flux q s ,  as follows. 

It can be shown that  effective heat conductivity 
through the molten vessel layer ( K e j j , m w  = hmwamw) 

may be enhanced as much as 20-50 times. Conse- 
quently, Tini decreases and the crust thickness in- 
creases. The thickness of corium crust layer, calcu- 
lated from eq.(5), is shown on fig.4 for a reactor case 
with pool height of 1.5m and heat flux peaking fac- 
tor of 1.8. The computational results show that the 
corium crust does exist in the entire range of heat gen- 
eration rate. These findings are in contrast to  the re- 
sult of calculation, in which only heat conduction in 
the vertical molten steel layer is assumed. 

Fig.4 presents the calculated dimensionless param- 
for two cases, with and without natura1 

convection Xeat transfer in the vertical molten steel 
layer. Principally, the beginning of the RPV wall melt- 
ing can serve as the first regime transition criterion 
for crust dynamics, because the sideward crust may 
behave in significantly different ways before and after 
the vessel melting starts. 

6,,;a', 

~~ 

'When applying correlation (4) to reactor conditions 
of interest, there exist uncertainties, associated with the 
validity range of Pt and Gr numbers; see [6], p.266. 
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Figure 4: Thicknesses of coriurn crust layer, li,,, 
in the cases 

with and withou t naturaf convection heat transfer 
in the vertical molten steel layer. 

anti dimensionless group, s,,;;m,, 6 

Interestingly, accounting for the convection heat 
transfer in the vertical molten steel layer does not 
change much the crust tliickness and the dimensionless 
parameter 6,,;5,, I until tlie Grashof number Gr and 
conductivity ratio " c ~ ~ ~ w  of the layer reach 2.107 and 
7, respectively. I t  is notable that accounting for con- 
vection in the vertical molten steel layer has significant 
efft:ct on corium crust behavior in the most probable 
range of heat generation rate qu (from 1MW/m3 to 
1.5MW/m3). 

Obviously, uncertainties to be resolved are the heat 
transfer within the vertical molten steel layer and 
crust instability. Specifically, the thermal considera- 
tion is not able to  describe convection-induced insta- 
bility mechanisms, associated with descending flow in 
tht: pool boundary layer and ascending flow in the ver- 
tical molten steel layer. 

n r .  EFFECTS OF THE MUSHY-PHASE 
PROP ERTIES 

111.1. General remarks 

It is known that core melt is, at  least, a binary melt, 
whicli does not feature a distinct freezing point. The 
solidus Ts0i and liquidus Tiiq temperatures vary with 
the corium composition, namely zirconia vs. urania. 
Temperature difference between TSor and Ziq ranges 
from 20K to 100K. Transport properties of corium, 

64 



siicli as viscosity v and tliernial diffusivity a ,  idso 
cliiiiige sigiiificantly in tlic iiiusliy region. A common 
understanding is tliat tlic boundary coiiditioii for tlie 
core melt pool is the constant liquidus temperature. 
Tliis formulation assumes thc absence of heat trans- 
fer mechanisms, other tlian heat conduction, in the 
mushy region. Tlie current assessments do not ac- 
count for fluid dynamics in the mushy region or its 
presence as such. T h e  liquidus isotherm, assumed as 
the pool boundary, is not tlie real pool-crust interface, 
but  only a temperature boundary between the fully 
liquid phase and the mushy phase. Crystalization of 
binary melt in the musliy region is associated with 
ZrOZ component, while the 1/02 component remains 
in its liquid state,  which renders, thus, conditions for 
naturally convecting flow in the porous medium of the 
mushy region. Certainly, the flows in the melt pool and 
in the mushy region are tliermally conjugated and hy- 
drodynamically interactive. In such a case, the freez- 
ing structure of the mushy region can be disturbed, 
eroded, and removed by the pool boundary flows. In 
addition, the permeability of the mushy region could 
make the heat transfer interface between the corium 
flow and crust (a t  Tsoi) considerably larger. On the 
other hand, accounting for the mushy-phase dynam- 
ics could significantly thicken the corium (crust) layer, 
which has T < xig, and hence, decrease the force, 
which destabilizes the sideward crust. T h e  mushy re- 
gion is a thermal resistance, which envelops the corium 
pool. As such, the mushy region can affect the crust 
feedback, i.e. the overall heat removal from the debris, 
the pool energy split, and local heat flux distribution. 
Therefore, a detailed analysis of flow and heat trans- 
fer in binary melt system, particularly, in the mushy 
region, is desirable to understand this phenomenon. 

I 1-1-2 

11-2-1 

111.2. Heat transfer in the mushy region 
111.2.1. Modeling features 

i 0 6  0.56 (51<j 27.8 . Yes 
lo6 0.28 (2.510 5.56 Yes 

Modeling rnethod. In order to investigate the influ- 
ence of mushy-phase properties on heat transfer from 
internally heated core melt pool, a set of numerical 
experiments was performed. A fixed grid numerical 
modeling methodology for the phase-change problems 
with convection-diffusion controlled mushy region was 
applied [7]. T h e  basic feature of this method lies in the 
representation of the latent heat of evolution and of the 
flow in the solid-liquid mushy zone by suitably chosen 
sources. A two-dimensional formulation of flow and 
heat transfer in a square cavity was chosen for numer- 
ical analysis. T h e  CFDC FLOW3D general-purpose 
code (release 3.3) [8] is used to solve tlie set of govern- 
ing equations, namely, equations of mass, momentum, 

I 1-2-2 
2-0-0 
2-1-1 c 2-2-1 

and ciiergy coiiservntioii. Additional roiitincs have 
bceii impleineiited to tlic code to cicfine Iiie soiirce 
terms as described i n  [7]. 'ih developed niinierical 
inodcl was successfully validated against coinputed re- 
sults by Voller and l'raliasli for a test problem [7]. 

lo6 0.28 (2.510 27.8 Yes 
lo8 O O N o  
10' 0.56 (6110 5.56 Yes 
10' 0.28 (30.5K) 5.56 Yes 

Table 1: Conditions a n d  mushy-phase propert ies  
o f t e s t  cases. 

I 1-1-1 I lo6 I 0.56 (510 I 5.56 I Yes I 

Problem formulation and conditions. T h e  internally 
lieated fluid (corium) was contained in square cavity, 
with adiabatic top, bottom, and left-hand wall. T h e  
right-liand wall was kept a t  a constant equal tempera- 
ture, namely, liquidus temperature for a test case with- 
out phase change, and solidus temperature for cases 
with phase change. Cuch a configuration was chosen 
due to the fact that  i t  provides simplicity in analyzing 
calculated results. More importantly, this configura- 
tion is believed to be able to  capture all major features 
of flow and heat transfer in the near-wall region of an 
internally heated corium pool. A non-uniform compu- 
tatiorial mesh 100x120 was generated and utilized in 
the finite-difference numerical treatment. 

In this work, sensitivity study was performed with 
respect to Ra number, temperature interval of the 
mushy phase ATmushy, and its permeability coeffi- 
cient <po (Table 1). Calculations were first performed 
for two basic cases with Ral = lo6 and Ra2 = lo', 
and without pliase change. T h e  calculated melt su- 
perheats (AT,,,, = T,,, - Tlip) and surface-average 
Nusselt numbers are summarized in Table 2. As can 
be seen from tliis table, the numerically determined 
Nusselt numbers are in a reasonable agreement with 
those, calculated from empirical correlation (6) [5] [9]. 
Constant a varies in the range from 0.4851 (pp.234- 
235, [9]) to  0.6 (fig.5, [5)), while constant b is about 
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0.19 (0.20) from difrcreiit. sources ' 

Cases 
1-0-0 
2-0-0 

Table 2: Caf cir fat ed 11 ea t transfer cli ara.c teris tics. 
No piiase change. 

Ru ATpooi, I< Nuau, fiuezp 
l o6  8.94 6.69 6.69-8.28 
lo8 109.1 16.2 16.09-19.87 

In other cases with phase change, ATmushy was se- 
lected to be equal to  56% and 28% of tlie pool su- 
perheat ATpoo{, obtained for the corresponding basic 
case without phase change. Such proportions between 
ATmushy and ATpool are typical for prototypic reactor 
case. The permeability coefficient <po is a constant, 
which depends on the specific multiphase region mor- 
phology. Since no information about @, of mushy- 
phase corium is available to us, two values of <po were 
arbitrarily selected for case studies. The permeability 
<p itself is assumed to vary with liquid volume fraction 
(porosity) 6 according to tlie Kozeny-Carman equation 
(7); see e.g. [lo]. 

(7) 

111.2.2. Results and analysis 

Fig.5 presents the results of numerical - modeling, 
performed for case with Ra = lo6, ATmushy = 

= 0.56, and <po = 5.56 . 10-"m2. I t  was 
found that, besides the flow in the mushy region, gen- 
eral picture of temperature and velocity fields in the 
molten corium pool in this case is quite similar to  those 
obtained in case without phase change. As can be 
seen from the focused flow field in the phase-change 
zone, the mushy region serves as both an expanded 
crust layer and boundary flow sublayer. The lower 
the stress level in the rnushy-phase boundary layer, 
the higher the critical Weber number Wecr, at which 
the sideward crust might break due to hydrodynamic 
instability mechanisms. 

ATmx .hx 
ATpoo~ 

'An excellent agreement between numerical results and 
Jahn's empirical correlation [ 5 ] ,  obtained for water, Pr = 
6, could be achieved, if Richards's correction for fluid 
Prandtl number effect, (&) [9], is added to eq.(S). 115 

r .  lable 3 presents Iicat trntisfer resiilts of iiuincrical 
sirnulations '. It was foiiiid tiiat tIie Iicat trniisfcr ciiar- 
acteristics are sensitive to tlie rnusliy-pliase permeabil- 
ity (coeificicnt) ao. Tlie higher tlie pcrineability coef- 
ficicnt is, tlie higher the Nusselt nurnber is (cornpare 
cases 1-0-0, 1-1-1, 1-1-2 in Table 3) .  It is because the 
higher perrneability of the tnushy region provides less 
friction to the fiow in the porous medium and, hence, 
enhances the heat transfer between the corium fluid 
and solid structure. Consequently, the melt superheat 
over the liquidus temperature decreases with the in- 
crease of the permeability. Apparently, this effect is 
suppressed, when the thermal resistance in the mushy 
region becomes much smaller than that in the liquid 
pool, i.e. ATmushy << ATpool. This point can be il- 
lustrated by the results (T,,, - 'I+), &ained for the 
cases with reduced temperature ratio, ATlmushy = 0.28 
(see cases 1-0-0, 1-2-1, 1-2-2 in Table 3). Furthermore, 
an increase in Rayleigh number makes the pool tem- 
perature less sensitive to the mushy temperature dif- 
ference ATmushy (cases 2-1-1, 2-2-1, Table 3). It is be- 
cause the mushy region becomes relatively thinner a t  
higher Rayleigh numbers. Similarly, the Nusselt num- 
ber increases with the decrease of the mushy-phase 
teniperature difference ATmushy and, as in a limiting 
case (ATmushy + O) ,  the Nusselt number approachs 
Nu,,, of the corresponding basic case without phase 
change. However, tlie relative change of Nusselt num- 

was found to  be independent of Rayleigh 
number and temperature ratio ATmushy. As shown 
in Table 3, the relative change of Nusselt number is a 
function of the permeability coefficient a,. 

Nu 
Nu::: - 

Fig.6 depicts the local distribution of Nusselt num- 
bei N u  for the cases with Ru = lo6. The effect of the 
phase cliange (mushy region) is more noticeable in the 
upper portion of tlie cavity, where the Nusselt number 
is highest. As can be seen from the picture, the rel- 
ative Nusselt number distributions Nu' = e are 
almost coinciding for all the considered cases with and 
without phase change. Since no local deteriorations 
were observed, the above described dependencies and 
physical picture, obtained by analyzing integral data, 

'In order to compare with the phase-change cases, 
which have hTmurhy, the Nusselt number in the corre- 
sponding basic case was re-calculated to account for a solid 
crust  layer, temperature difference over which is equal to 
Armushy. From heat conduction solution, it can be shown 
tl1;tt 
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Figure 5: Isotherms. Configuration of the rnushy region. Flow in the  mushy region. Case 1-1-1. 

Cases Tma, - Ti;q Nuave 
1-0-0 8.94 4.63 (Nuov,d) 
1- 1- 1 7.04 4.97 

Nu, 
NuZp: 

1 
1 .O7 

1-1-2 
1-0-0 

5.74 5.70 1.23 
8.94 5.44 (Nu") 1 

remain in force. 

1-2-1 
1-2-2 
2-0-0 
2- 1- 1 
2-0-0 
2-2-1 

Although these findings are preliminary, they do in- 
dicate that accounting for flow dynamics and convec- 
tive heat transfer in the mushy region causes higher 
heat removal rates. This effect is mainly determined 
by the permeability coefficient Qo,  which is the major 
uncertain mushy-phase parameter of the binary oxi- 
dic (urania-zirconia) core melt system under consider- 
ation. 

7.8 5.81 1 .O7 
6.9 6.39 1.17 

109.1 10.74 (Nu") 1 
92.6 11.5 1.07 
109.1 12.87(Nu") 1 
96.9 13.86 1.08 

Finally, it is perhaps instructive to note that the 
mushy region seems to affect, differently, heat transfer 
from the corium pool to the upper surface and dif- 
ferent segments of the curved downward surface. For 
given ATmushy and Q o ,  the mushy-phase induced heat 
transfcr enhancement is believed to  be.more significant 
in convection-controlled portions of the pool, i.e. on 
the upper surface and pool corner segment. This may, 
on the first hand, decrease the fraction of downward 
heat removal, and, on the other hand, result in higher 
peaking factor in local heat flux distribution on the 
curved downward surface. 

IV. CONCLUSION 

In this paper, the thermal hydraulic behavior of the 
crust layer, which envelops the decay-heated molten 
corium pool, was investigated in terms of its potential 
influeiice on the pool heat transfer and the thermal 
margin for in-vessel melt retention. Based on results of 
numerical simulation and the sensitivity study, impor- 
tant phenomena were identified and analyzed. They 
are: the transient thermal interaction between the up- 
per crust layer and unsteady melt flow; the convection 
in the vertical molten vessel steel layer; the heat trans- 
fer and flow in the mushy zone of the crust. These 
phenomena are needed to be further experimentally 
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Local heat Aux distribution on the 

investig ated. 

It was  found that the upper crust, though thin, is 
thermally stable, whereas the sideward crust existence 
and stability are sensitive to the convective heat trans- 
fer in the vertical molten vessel steel layer. The flow 
and convective heat transfer in the mushy zone of the 
crust layer are found to  have both the stabilizing (from 
the hydrodynamic point of view) and destabilizing in- 
fluence (from the thermal point of view) on crust dy- 
namics. The significance level of these effects in re- 
actor case is, however, uncertain, since they strongly 
depend on a corium property, namely the mushy-phase 
permeability coefficient. 

NOMENCLATURE 

Arabic 
F o  
9 
Gr 
h 
H 

N u  
Hf"S 

Num 
P r  
QV 

9 
Ra 
t 

Fourier number, F o  = $ 
G ravitational acceleration, m/s2 
Grashof number, Gr = gP(Tint-Tmp~w)63~ Y =  

Heat transfer coefficient , W/ (m. K) 
Fluid layer or cavity (pool) height, m 
Heat of fusion, J/kg 
Nusselt number, N u  = )i(Tp:ol-Tw.) 

Mushy-zone Nusselt number, N u ,  = ~ , $ " ' ~ ~ ~ v  

Prandtl number, Pr = v / a  
Volumetric heat generation rate, W/m3 
Heat flux, W/m2 
Rayleigh number, R a  = g g / 3  
Time, s 

.H 

i' 'Iempcratiire, I< 
U Velocity, m/s  
__ Greek 
a Tliermal diffusivity, m2/s 
/3 
6 Size or tliickness, m 
K Heat conductivity, W/m.I< 
v Icinematic viscosity, m2/s 
p Density, kg/m3 
T Time scale, s 
( Porosity 
ih, Permeability coefficient, m2 
Subscripts 
ave Surface-average 
cr Crust 
dn Curved (downward) surface 
inf Internal surface 
I ,  lig Liquid, liquidus 
m, mushy Mushy 
mt' Melting point 
mtu, w Molten wall, wall 
s, :;ol Solid, solidus 
U P  Upper surface 

Coeficient of thermal expansion, 1/I< 

_- 
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IN-VESSEL MELT POOL FORMATION 
DURING SEVERE ACCIDENTS 
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Brinellvagen 60, 10044 STOCKHOLM, SWEDEN 
Fax (46)(8) 790 76 78. 

ABSTRACT 

In this paper, the formation of a melt pool in 
the lower head of an LWR vessel from the initial 
state of a uniform composition, dried out, debris 
bed is investigated. The simplified model developed 
here employs a two-dimensional finite-difference nu- 
merical scheme for the solution of a temperature- 
based energy-conservation equation, which accounts 
for phase change. The natura1 convection heat trans- 
fer from the melt pool to  the boundaries is modeled by 
an effective convectivity-conductivity approach, which 
is validated against data from the UCLA and COPO 
experiments. The heat-up model developed is applied 
to a BWR scenario, and some of the insights gained 
are reported in the Summary and Conclusion section. 

I. INTRODUCTION AND BACKGROUND 

The in-vessel melt progression scenario entails a 
gradual relocation of the contents of the core into the 
lower head. During this process of molten core reloca- 
tion, there are many intense energy transfer processes 
occuring, as the melt interacts with the large amount 
of water and heat sinks in the lower head, which are 
present in all severe accident scenarios. There may 
be e.g.,(a) the break up and quenching of a melt jet, 
as happened in the TMI-2 accident (b) possible steam 
explosions in which the melt may be converted into 
a very fine debris, while producing much energy in a 
very short time. These energy transfer processes will 
occur when the molten core material drops into the 
lower head water. In time, it is very probable that a 
debris bed will be formed, whose composition will be 
based on not only the original core contents but also 
on some of the contents of the lower head and, per- 
haps, of the core bottom plate. 

Each of the energy transfer processes, occuring du- 

ring the molten core relocation phase of the in-vessel 
accident progression, depletes the water in the lower 
head. In some scenarios, particularly for the PWR, 
there rnay not be enough water to completely quench 
the core melt; and the debris bed formed may contain 
region:; of partially molten core material. 

In the event the water supply to the vessel can not 
be resiimed the water in the debris bed formed in the 
lower head will eventually evaporate. The initially 
cooled (or fully quenched) debris bed, which is still 
generating decay heat, will start to re-heat, remelt, 
and eventually thermally attack the vessel wall. This 
phase of the accident is of vital importance, since there 
may be sufficient time available to initiate accident 
management measures (e.g., restore water supply to 
the vessel) before the thermal attack on the vessel wall 
leads to the failure of the latter. The vessel wall is, 
also, a barrier, which could be employed, with new 
design, or accident management, approaches, to con- 
fine the melt within the vessel. Such a design approach 
is the vessel external flooding [1][2], which should be 
able to remove the heat imposed on the vessel wall by 
the debris bed, and prevent the vessel wall failure. 

Thi: heat-up phase of a debris bed to  the forma- 
tion of a melt pool, and potential vessel failure, is the 
subject of this paper. The general goals are to deter- 
mine (i) the thermal loading on the vessel wall, as a 
function of time during this phase, (ii) the time to ves- 
se1 failure, and (iii) the melt mass and melt superheat 
that could be available for discharge into the contain- 
ment, upon vessel failure. The paper is not concerned 
with the progression of events before the formation of 
a dried-out debris bed. 

II. OBJECTIVES AND ASSUMPTIONS 

The specific objective of this paper is to develop 
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a relatively simple methodology for the melt pool for- 
mation process, which accounts for some of the key 
phenoniena occuring in the debris bed. We have con- 
centrated on the representation of heat addition, con- 
ductive heat transport, debris melting, mushy zone 
formation, melt pool natural convection, crust dynam- 
ics, vessel wall melting, and vessel failure due to melt- 
through. We have not considered the possibility of ves- 
se1 failure due to  structural and creep loadings prior 
to its failure due to  the wall melt-through. 

The transient thermal processes considered are by 
themselves very complicated. To simplify the model 
development, we have not considered (i j  the chemi- 
cal heat generation due to zirconium oxidation and its 
addition-timing during the melt pool formation inter- 
val (ii) bed porosity, thereby the change in the volume 
due to  the melting process. Thus, the physical basis 
for the modeling is as follows: 

a) initial state of a zero porosity, spatially uniform 

b) spatially uniform decay heat generation in the bed, 

c) no chemical heat generation in the bed 

d) bed physical properties: thermal conductivity, and 
specific heat, change with phase change as the 
bed goes from the particulate to mushy (between 
solidus and liquidus) and to  liquid state, 

e) the natural convection process starts as the melt 
pool is formed, and heat is transfered to  the sur- 
rounding mushy zone and the particulate bed, 

f )  the attack of the melt pool (with its crust) on the 
vessel wall starts when the temperature reaches 
the wall melting point, 

g) the vessel fails due the wall melting process, at 
which time a certain fraction of the original debris 
bed is in molten state with a known superheat. 

composition, particulate, quenched debris bed, 

III. PREVIOUS WORK 

The most known models for melt pool formation 
are those incorporated in the codes SCDAP/RELAP 
[3] and MAAP [4]. The MAAP model employs the 
lumped-parameter approach with transient pool de- 
velopment controlled by energy balances. It employs 
chemical heat generation and models the hypothesized 
in-vessel coolability mechanism. The pool natural con- 
vection heat transfer at its boundaries is through cho- 
sen correlations. 

A model named COUPLE has been added to 
SCDAP-RELAP, which performs a two-dimensional fi- 
nite element calculation for the conduction and natural 

convection processes. Since COUPLE is strictly a tieat 
conduction code, the  convective heat flux a t  the phase 
change interface is simulated by means of effective con- 
ductivities. However, the modeling of natural convec- 
tion is performed by assigning a large value for ther- 
mal conductivity to all liquefied elements, combined 
witli an effective conductivity to the phase change el- 
ements at the boundary of the liquefied pool. It is 
wort,h noting that the thickness of the phase-change 
(mushy) region may vary in time and, in the case of 
a fine computational grid, it is difficult to  allocate a 
unique mushy node to  specify the effective heat con- 
ductrivity. 

IV. THERMAL MODEL 

The thermal model is based on the solution of 
the energy conservation equation derived for a two- 
dimensional general curvilinear coordinate system 
(cartesian and cylindrical axisymmetric). The equa- 
tion includes the convective term, which is modeled 
by means of a new effective convectivity approach, 
and the diffusive term, which takes into account the 
anisotropic heat diffusion in the horizontal and ver- 
tical directions (different heat conduction coefficients 
in each direction). Tlie effective diffusive term is 
theri combined with the effective convective term to 
model the natural convection in the developing core 
melt pool. The reactor vessel and debris bed are di- 
vided into several computational domains, which are 
"sewed" together by some special treatments. The 
computational domains can be connected directly, or 
indirectly through a layer, with definite heat transfer 
coefficient, lying between them. 

A. Natura1 Convection Heat Transfer Model 

In the core melt pool, natural convection is the 
most important mechanism of heat transfer, which de- 
terrnines the major direction of heat removal. There- 
fore, correct modeling of the natural convection heat 
transfer is essential to assess the portion of heat di- 
rected to the vessel wall. In the reactor melt pool, 
due to its large size and high internal heat flux, the 
Rayleigh number is very high and may range up to  

At such Rayleigh numbers, the convection flows 
are highly turbulent, and the application of traditional 
approaches, like IC - 6 models, have limited success. 
Recently, a new method for modeling natural con- 
vection heat transfer, named as effective diffusivity- 
convectivity approach, has been developed and SUC- 
cessfully applied to describe the heat in heat generat- 
ing fluid layers and pools [5]. In general, the model- 
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Figure 1: Variation of upward heat fluxes with 
Rayleigh number.  
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Figure 2: Variation of the heat fluxes on the ver- 
tical boundary of the pool with Rayleigh number.  

ing approach is based on an effective treatment of the 
convective and diffusive terms of the energy conser- 
vation equation without solving the momentum equa- 
tion. Natura1 convection is modeled by means of a 
" pseudo-convective" term (effective velocities) and ef- 
fective heat conduction coefficients. The heat-driven 
effective flow velocities are determined using a heat- 
balance treatment and empirical, as well as, analyti- 
cal correlations for boundary heat transfer coefficients. 
More details about the method can be found in Ap- 
pendix A. 

B. Validation of  the N a t u r a l  Convection 
Heat Transfer Model 

0 CURRENT \YORK 
X COPO erpirimental dala 
- hlayinger cormlnlion (IUR=IIJ) 

X 

x X .  

3 

** * * + 
* :x_ 

COOLiNG UNITS 

Figure 4: Distribution of heat flux on  the lower 
curved. pool boundary. 

Thc: proposed natural convection heat transfer 
model is relatively simple and is based on correla- 
tions obtained with relatively low Rayleigh number 
flow fields. The effective convectivity-diffusivity model 
is tested against the COPO and the UCLA experiment 
data, in order to validate it for the high Rayleigh num- 
ber flow conditions. 

COPO and UCLA experimental studies were per- 
formed in order to  investigate the natura1 convection 
heat transfer inside internally-heated liquid pools at  
the high range of Rayleigh numbers (1.34. 1014-1.61 . 
1015 in COPO, and 10"-1014 in UCLA experiments). 
The COPO experiments [8] used a two-dimensional 
"slice" of the Loviisa lower head (including a portion 
of the cylindrical vessel wall) and ZnS04 - H 2 0  so- 
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lution, as simulant. ‘l’he pool was  heated by electri- 
cal current between flat wall-electrodes. In the UCLA 
experiments [9], the pool had spherical form and con- 
tained Freon-1 13, whicli was volumetrically heated us- 
ing microwave energy. 

The calculations were performed for the conditions 
corresponding to some of the COPO tests: runs No.32f 
and No.29a with 80cm-depth pool, and runs No.40a 
and No.42~ with 6Ocm-depth pool. The computational 
results of Nuup,  Nu,d ,  and NuC,dn are presented in 
figures (1-3) together with COPO data and the data 
given by the correlations for Nuup  and  NU,^ (Stein- 
berner and Reineke) 

Nuup  = 0 . 3 4 5 R ~ O . ~ ~ ~  (1) 
Nusd = 0.85Ra0.” (2) 

(3) 

and for Nudn (Mayinger et al.) 

N U d n  = 0.54Ra0.” ( g )  o.26 

where H is the pool depth and R is the radius of cur- 
vature of the segment. 

The predicted heat flux on the side wall (vertical 
portion) is almost uniform, as confirmed by COPO 
experimental data. The distribution of the calculated 
heat flux on the curved portion of the pool is shown in 
figure 4 and is in  good agreement with experimental 
data. 

For comparison with the UCLA experimental data, 

U 
0.0 b 7  @i ’ ‘ 

10‘ 

10’ 
2 

1 O’ 

1 

I 

- N u d n  (Asfia & Dhir’s correlation) 

---- Nu-up (Mayinger et al. ihmrelial dala) 
.Nu-dn (Praenl Work) 

Nu-up (Pram1 Work, wR=I.O) 
V wR4.72 (Expenmenhl data) 
A WR=l.O 

HIR = 1.0 4 wR=o.ss 
rn w R a . 4  
+ wR4.26 

R = 22cm 
-I . . .  I 

10” 10“ 10” 1 
Ra 

Figure 5: Comparison of the calculated data with 
other  analytical and experimental results. 

calculations were performed for hemisphere pools 
cooled both from flat and curved surfaces with geo- 
rnetrical ratio H/R  set equal to 1.0 and 0.43, respec- 
tively. The computational results of N u u p  and Nudn 

are presented in figiire 5 in comparison witli Asfia 
Dhir ’s experimental data  [9] and  Mayinger et al.’s 
calculations. A s  reported i n  Asfia and Dhir’s study 
as well as in studies by other authors, large variation 
in  beat transfer coefficient along the pool’ curved sur- 
face has been observed. The heat transfer coefficient 
is lowest at  the stagnation point and increases almost 
Iinearly along the curved surface. The computational 
result of the heat transfer ratio N U d n I N U d n  is pre- 
seni,ed in figure 6 along with the measured data  of Os- 
fia ;ind Dhir. As seen in the figures, tlie proposed effec- 

O Experimenial data 
A Expenmental data 
Ci Present work (Ra=3.4E13) 
O Present work (Ra=3.4E14) 

.o 

4 
R = 2 2 c m  

A 0  

Figure 6: Rat io  of local t o  average Nusselt num- 
bers on the curved wall. 

tivc: convectivity-diffusivity model can, reasonably, de- 
scribe the portions of heat removed at different cooled 
surfaces, the distribution of heat flux on the curved 
boiindary, and the average pool temperature for all 
the cases investigated. We believe that this model will 
provide adequate heat transfer estimations for the pro- 
tot,ypic accident conditions. 

C .  Phase Change Modeling 

In order to model the melting process due to ex- 
ternal, or internal heating, the fixed grid enthalpy ap- 
proach is used. This approach does not trace the exact 
position of the phase-change interface, thus avoiding 
the complexity related to  grid modification in the nu- 
merical scheme. The approach is a single region for- 
mulation, wherein one set of governing equations can 
describe both phases [6]. The enthalpy formulation is 
based on the assumption of total enthalpy as a depen- 
derit variable, along with the temperature, in contrast 
to tlie approaches, in which the temperature is the  sole 
dependent variable. In this formulation at a temper- 
ature 0 around the melting temperatue O,, the phase 
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c ~ l n i , g ( ~  ii,;Lt,(xrinI is ;~ssiiiiicd to Iwoine  niiisliy. ' 1 ' 1 1 ~  (betwccii soli(l : ind Ii(11iid). \v(, ~ i ; i V ( :  ; l ~ ~ ~ ~ ~ i l , ~ , ~  

teiiipcrat.iiro O satislies 

O", - 60 

heat (:oiitliict.ioii is t.lir oiily prrvniliiig i r ~ r c l i : i i i i s i ~ ~  i r i  

tlie niiisliy rogioii, wii,li ;in clli:ci.ive l io; i i .  coiiclii<:tivii.y 
equal to tlie ;iv<:r;ige of i.liosc f o r  tlic solid niid i . l i c  liq- 
uid pliases. 

O 5 O", -t- 60 ( 4 )  

Froiii a single entlialpy coiiscrvatioii equation, wliicii is 
coiiiiiion for tlie solid, liguid, and iriushy rcgioiis, tiie 
following heat transfer equation can be derivcd [ I ]  V. MELT POOL FORMATION IN A BWR. 

VESSEL 
-- d(pcOO) - V.kVO - a(pcoOm) -- a(ps0> + s, (5) 

dt d l  at 

wliere S,, tlie source term, includes tlie convective 
terni. T h e  heat capacity ." (O*)  and the heat of fu- 
sion So(O*) are determined from (figure 7) 

c,6e + i  

,m 

c 1' 

I % W H  CONFIGURATION 

DEIIRIS 1181) 

T - I W K  
Tini,- IW li 

IIKAT RADIATION 
r = 0.75 

HEAT THANSFEH 

h = 15 W/ImZ.K) 

T = 373 Ir: 

u 5 6.4 m 

T = 7uo K 

Figure 7: The change of co and So over mushy 
region. 

where c, = (cs + q ) / 2 .  I t  is worth noting tha t  equa- 
tion 5 is similar to the  energy conservation equation 
listed in Appendix A, except for additional source 
terms and  the  definition of specific heat. Thus,  an 
energy conservation equation in general form (see Ap- 
pendix A )  can be used to describe the temperature dis- 
tribution in all regions: solid, mushy, and liquid (while 
taking iiito account additional efiects of natural con- 
vectioii) by modifying tlie iocai propertics accordiiigly. 

There is iinccrtainty aborit tlie heat transfer i n  tlie 
riiiisliy region tliic 1.0 i t s  iinkiiowii mntorial striictiirc 

Figure 8: BWR configuration. 

3 

2 

1 

" 
O 1 2 3 

Figure 9: Coniputatioiial grid. 

'Tlie BWR core melt pool formation is studied as an  
example application of tlic inodel developed here. T h e  
BWR, mclt. progression sccnario, i n  general, sliould 
lead 1.0 n queiiclic<l deliris foriiintioii in tlic vessel lower 
Iicad, sincc ( a )  t.lic water voliini<: is Iitrgc, (b)  tiie iiielt 
drop riiay iiot he colicreiit, ;ind (c)  tlie iiidividual flow 
nre;Ls aviiiI;il)lc for  i i i e l i .  t l r o p  ;iw cliiitc small. 7'lie 
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BWR lower head contains a forest of Control rod guide 
and instrumentation tubes, whicli will serve as heat 
sinks during the quench and the debris heat up pro- 
cess. They will also add a substantial amount of metal- 
lic melt material to  the melt pool, which mey separate 
from the oxidic melt and form a metallic layer on top 
of the oxidic melt pool. Additionally, the relocation 
of the molten material from the original core region to 
the lower head may be in stages, wherein quenched de- 
bris layers of different composition are formed, which 
on melting may rearrange themselves. There rnay also 
be various eutectics formed, whose melting points are 
quite different from the components forming the eu- 
tectics ~ 

The above described complicated picture of the 
state of the debris bed in the BWR vessel lower head is 
amenable to  analysis, however, our purpose here pri- 
marily is to  understand the process of melt pool forma- 
tion in the BWR vessel and to test the application of 
the models developed above. For this purpose we as- 
sume that approximately 135 tonnes of uniform com- 
position, a 1000K-temperature corium debris, whose 
physical properties are showed in Appendix B, resides 
in the BWR vessel lower head, and is about to un- 
dergo the heat up process. The vessel wall properties 
are also shown in Appendix B. 

Calculations were performed for the BWR lower 
head with the boundary conditions shown in figure 8. 
The main purpose of the calculations is to investigate 
the timing of the heat up transient in the system: core 
debris-vessel wall until the vessel melt-through. 

The physical geometry of the debris bed and the 

W E  - &l(Y O' - 1- - 2889.2 K; 

Figure 10: Initial BWR melt pool, time = 3h15' 
(qv = 1.0MW/m3).  

reactor vessel is presented by six computational do- 

mains (three for tlic dehris bed and three For tlie ves- 
se1 wall). The total niimber of compiitational nodes is 
about 5000 (figure 9).  

The timing of the thermal transient in  tlie debris 
bed and vessel wall, before tlie melt pool formation, 
depends on the initial temperature, the decay heat 
generation rate, and tlie boundary conditions. It is 
interesting to note that, because of the large size of 
the debris bed, and its relatively low heat conductiv- 
ity, the effect of the cooled boundaries is small; and 
the debris bed heats up almost uniformly. As a result, 
a large part of the debris bed reaches the melting tem- 
perature at  approximately the same time, whence the 
melt pool occupies a large part of the debris bed. 

nUE - 3h46' O" - love - 3014.6 U. 

\% 
d 

Figure 11: Temperature  field at melt-through 
(qt = 1.0MW/m3). 

nuE - itwv -1- - m i . 6  K; 

Figure 12: Temperature  field at melt-through 
(qtr = 2.0MW/m3).  

In the case of a debris bed containing a melt pool, 
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onc inay expect tliat the ratio of tlie magnitude of the 
heat removed from the debris bed from its top sur- 
face to that from tlie vessel wall, is defined by the 
heat fluxes on the boundaries of the formed melt pool, 
and by the thicknesses of the top and side crust. The 
computational results show that the ratio of the side 
heat flux to the top heat flux is almost equal to its 
value for tlie case of a convective melt pool with con- 
stant boundary temperature, and of the same geom- 
etry without crust, i.e. the bounding crust has smal1 
effect on the energy split of the debris bed. In case 
the upper crust becomes unstable, or, if it disappears 
at  some places, the melt pool will be exposed and the 
upper boundary condition will change. In this case, 
a shift of the energy split with a higher upward heat 
flux can be expected. 

The heat flux distribution on the external surface of 
the vessel wall is defined by the heat flux distribution 
on the side boundary of the enclosed melt pool and 
the diffusive effect of the crust and the vessel wall. A 
distribution of heat flux, similar to that on the side 
boundary of a heat generating liquid pool, can be ex- 
pected. The results of the calculation for the BWR 
with internal heat generation rate qv = 1.0 M W/m3 
(total decay power of 16 MW) are shown in figure 10, 
in terms of the melt pool configuration at  3 hours 15 
minutes, when a substantial portion of the initial de- 
bris has remained unmelted. Another calculation was 
performed with qv = 2.0MW/rn3 (total decay power 
of 32 MW), which may represent a faster core melt- 
down scenario. The end states for these heat input 
rates, and for an initial debris temperature of 1000 I<, 
are shown in figures 11-12; wherein the melt-through of 
the reactor vessel wall occurs, respectively, at 3 hours 
46 minutes and 1 hour 54 minutes for the values of 
q,, = 1.0 MW/rn3 and q,, = 2.0 MW/rn3. The pool 
configurations in figures 11-12 show the vessel failing 
near the top boundary of the melt pool, where the heat 
flux has the highest value. The crust a t  the pool upper 
surface for the case q,, = 2.0 MW/rn3 is very thin and 
may, in fact, melt near the middle of the pool. How- 
ever, in the present calculation, crust is assumed to be 
stable even if i t  is very thin. The characteristics of the 
core melt pool at the time of vessel wall melt through 
are shown in table 1 for the two BWR cases calculated. 
It shows that of the initial 135 tonnes of debris mate- 
rial approximately 109 and 118 tonnes are available for 
discharge to the containment with q,, = 1.0MW/rn3 
and q,, = 2.0 MW/m3, respectively. The superheat 
are in the range of 165 K to 232 K. 

The above analysis for the BWR ignores the possi- 
bility of vessel failure through structural and/or creep 
loading prior to the melt-through. Ideally, the tliermal 

q v ,  MW/rn3 

Table 1: Cliaracteristics of core rnelt pool a t  ves- 
se1 w all mel t - t li ro ug h. 

Melt mass, tons Superheat, Ii 

109.07 164.6 
118.07 231.6 

I I I 

analysis presented here should be combined with the 
structural and creep analyses. 

VI. SUMMARY AND CONCLUSIONS 

In this paper a model to  describe the debris bed 
heat-up process, occuring in the lower head of an LWR 
vessel, during the course of a severe accident is pre- 
sented. The model treats the case of a uniform com- 
position, initially quenched, debris bed of zero poros- 
ity, which is slowly converted into a melt pool. The 
hemispherical lower head wall is included in the mod- 
eling and its melt-through due to  the thermal attack 
of the melt pool is calculated. The model is based on 
the solution of the twc-dimensional, general curvilin- 
ear geometry, energy equation. The anisotropic heat 
diffusion is modeled, and the heat transport in, and 
at the boundaries of, the developing melt pool, under- 
going natura1 convection, is described in a subsidiary 
model. In this sub-model, the heat transport to the 
upper boundary is through the upward movement of 
plumes (or layers), whose average velocity is calcu- 
lated to  deliver the requisite heat flux at the upper 
boundary. The heat transport to  the hemispherical 
boundary is through conduction and then through a 
boundary layer created by the downward flow along 
the curved wall from the upper part of the pool. Thus, 
the temperatures within the pool are calculated. A 
melt pool is created after the liquidus temperature (ap- 
propriate for the melt composition) is exceeded. The 
vessel melting and melt-through is calculated by fol- 
lowing the temperatures in the vessel wall. 

The model was applied to a BWR lower head melt 
pool formation, and vessel melt-through, scenario a s  
an illustration. The heat sinks of the Control rod guide 
and instrumentation tubes were ignored. Also ignored 
was the presence of any Zircaloy in the BWR debris, 
which may lead to chemical energy addition. 

The calculation showed that due to the relatively 
low heat conductivity of tlie core debris, the effect of 
the cold boundaries does not extend far into the de- 
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bris bed. 'i'hus, the heat tip process is quite coherent 
for the debris bed. First, a mushy state is reached 
and, then, a molten state is reached, almost simulta- 
neously, for a substantial fraction of the debris bed 
volume. The  heat-up process would be coherent for a 
larger fraction of the debris volume in a P W R ,  since 
i t  has a relatively smaller surface/mass ratio than for 
the BWR lower head. 

I t  was found that  the thickness of the crust (debris) 
around the pool cioes not affect the split of the heat 
generation into fractions going to the top and sideward 
boundaries. I t  confirms the physically-intuitive obser- 
vation that  the heat flows to the boundaries are di- 
rected by the natura1 convection processes in the melt 
pool. The  crust simply acts as a boundary condition 
a t  the liquidus temperature to  the melt pool. 

There are, currently, many simplifications and as- 
sumptions in our models e.g., no chemical reactions, 
zero porosity, uniform composition etc., which will af- 
fect the results calculated here. We envision further 
development of this model to  remove some of the as- 
sumptions and approximations made. The  models de- 
veloped here, nevertheless, represent the thermal hy- 
draulic processes quite well and could be incorporated 
in the codes describing the overall progression of a se- 
vere accident. 

NOMENCLATURE 

Arabic 
H Pool height, m 
L 
N u  
Pr 
R Pool radius, m 
Ra 
C Specific heat, J/(kg.I<) 
h Heat transfer coefficient, W/(m2.1<) 
k 
qv 

Characteristic length, m;  Latent heat, J / k g  
Nusselt number, N u  = y 
Prandtl number, Pr = Y/CY 

Rayleigh number, Ra = ,g/3 

Coefficient of thermal conductivity, W/(m.I<) 
Volumetric heat generation rate, W/m3 

Greek 
a Thermal diffusivity, m 2 / s  
,B 
v Kinematic viscosity, m2/s 
p Density, t g / m 3  
0 Temperature, I< 

Coefficient of thermal expansion, 1/I< 

e* = e - e ,  

Subscripts 
dn Downward or bottom boundary 
sd Sideward boundary 
UP Upward or upper boundary 

1 Liquidiis 
m Melting point 
S Solidus 
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A P P E N D I X  A: The Effective Convectivity- 
Diffusivity Model for the Natura1  Convect ion 
Heat Transfer  in Liquid Pools. 

The major features of the modeling approach can 
be stated as follows. The heat transfer inside a 
natural-convection liquid (melt) pool with volumetric 
energy source is assumed to be driven by two mech- 
anisms: ( u )  the vertical upward movement of plumes 
delivering heat to the upper boundary; and ( b )  the 
horitontai heat transfer to the cooled side wall through 
the liquid boundary layer developing downwards along 
the cooled curved wall. 

In the present work, the first mechanism is modeled 
using a new method (named as effective convectivity 
approach), in which the convective heat transfer is de- 
fined directly by using the heat transfer coefficients on 
the boundaries of the melt pool. For the decay-heated 
melt pools of interest, the effective horizontal velocity 
is neglected and the effective upward velocity is esti- 
mated by the simple correlation 

pcU hu, 

where hu, is the mean upward heat transfer coeficient, 
which is obtained from the results of numerical study 
by Mayinger e t  al. [ l i ] :  

12 
R 

hu, = 0.40 - Rcz'.~ 

The effective upward velocity U is that of the move- 
ment of layers of fluid to  the upper boundary. Its value 
is of the order of 

The second mechanism is modeled by means of the 
efieclive diffusivity approach (Cheung et al.[lO]), in 
which the horizontal heat conduction coefficient IC, for 
a vertical position y is obtained from the following cor- 
relation 

m/s for Ru E! 10". 

-12, El cosy (y )  + k - s i n y ( y )  = h ( 8 -  8,) 
w y dY I w 

where y(y) is the angle of inclination of the pool side 
boundary from vertical direction a t  vertical location y 
and the vertical heat conduction coefficient I C ,  is as- 
sumed to be unchanged. The heat transfer coefficient 
h is a function of boundary-layer development length 
r/,  counted from the upper edge of the pool side wall. 

In this ,work the Eckert-type correlatiori proposed 1)s' 
Chawla et a1.[12] is applied to define /i 

h = 0.508 - P r 1 f 4  (21 - + Pr  )-1'4Ra:{4 
Y' 

where itu,, is the local Rayleigh number based o n  
characteristic length Y': 

P A &I Sd3COSY(Y) - Ray, = 
Y2 Q 

The teniperature distribution in the pool is considered 
to be axisymmetric, two dimensional, and governed by 
the energy conservation equation, while taking into ac- 
count homogeneous-orthotropic anisotropic heat con- 
duction 

- ( x n p c q  a + -(pcue) a + -(pcvo) a 
at ax aY 
a a 
- (."qz) + - (x:"qy) + X C n S ( X ,  y) ax a Y  

with qz = -IC, . grude, qy = -12, . grud0, li,, and 
12, are t,he heat fluxes and heat conductivities on the 
vertical (x) and horizontal (y) directions, respectively; 
U ,  V are the vertical and horizontal velocities; n h a s  
the value O in the Cartesian coordinate system and 
1 in thc axisymmetric, cylindrical coordinate system. 
This equation is then rewritten for a general ciirvilin- 
ear coordinate system ((', 77) in order to account for the 
geometry of the debris bed and the reactor vessel. 

In general, the approach can provide a reasonable 
temperature distribution inside the melt pool, a good 
distribution of heat flux on the curved part of the melt 
pool, and, more importantly, a satisfactory ratio of 
heat reinoved from the top and the curved cooling sur- 
faces. 

APPENDIX B: Debris and Wall Properties 
Used i n  Calculations. 

Debris 
Solid Liquid 

8430 
2.88 

445 565 

0.362. lo6 
2850 

Solid Liquid =I 
o.26. 1780 lo6 I 
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Abstract 

A program of simulant material experiments has been initiated at the Division of Nuclear 
Power Safety, to investigate the physical processes that occur during the core melt attack on 
the reactor vessel, and the containment, during the progression of a severe accident. The 
simulant materials are mixtures of oxides, which melt from 900 K to 1500 K, form cmsts and 
have low viscosity. Specific experiments planned, in the initial program, are on (a) the 
interaction of melt and vessel and (b) interactions of melt and water. 

The first set of experiments on melt vessel interactions, performed with a simulant melt 
mixture containing PbO and B, O,, employ a lead plate as a simulant for vessel wall. The 
process studied is that of ablation, as the meit is discharged to the containment through the 
vessel failure location. Preliminary data have been obtained for plates of 20,30 and 40 mm 
thickness each with an initial hole of 10 mm diameter. Scaling analysis has been performed 
and a one dimensional code HAMISA has been completed. A two dimensional code has also 
been prepared, since it has been observed that the ablatiori process is two dimensional. 

A preliminary set of experiments on melt-water interaction were performed with smal1 
quantities of molten PbO, and water at several values of siibcooling. The fraction of melt 
fragmented varied with the subcooling magnitude. 

1. Introduction and Background 

Much research has been performed in the last ten years on the phenomenology of the severe 
accidents in light water reactors (LWRs). Much has been learned and some of the issues 
relating to containment performance (lJ have been resolved. Some areas of the 
phenomenology, which have received much attention, but have not yet been adequately 
resolved are; (a) the interaction of corium melt with the lower head vessel wall in the 
presence, or absence, of water, (b) interaction of the melt jet, on its release from the vessel, 
with water pools, which may be present in the containment. The major questions of concern 
here are, (1) the extent of the ablation of the vessel failure location, since that determines the 
melt jet diameter and the mass rate of corium discharged to the containment, (2) the fraction 
of the melt jet that will fragment and cool, and the fraction which will not fragment and 
deposit as a melt pool under water to attack the concrete basemat, (3) coolabiiity of the melt 
pool under water, (4) the coolabiiity of the particulate debris bed if sub-millimeter size 
particles are formed and ( 5 )  the potential for large steam explosions, which may generate 
much hydrogen and produce large dynamic loads on the containment. 
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Several large scale experimental programs have, or are: addressing the issues listed above. 
These include, FAR0 (2) and MACE (2), which have med corium materials and had to be 
supported by a consortium of several nations due to their high.cost. The favourite simulant of 
iron-aluminium has been used at various scales ranging from a few kg, as in the Sandia hole 
ablation experiments ($), to several hundreds of kg, as in the CORVIS Project (5). The 
thermite melt suffers from the disadvantages of (a) segregation due to the different densities 
of Al203 and Fe and (b) the different superheats for A1203 and Fe. Separation of Fe and A1203 
has been attempted but the technology is difficult and not always successful. 

Our choice for a corium simulant are the oxidic mixtures, which melt from 900 to 1500 K. 
Several mixtures are feasible, including e.g. mixtures of lead oxide, iron oxide, boron oxide, 
silicon oxide and others. Since corium melt has been hiown to have low viscosity, our search 
led to a mixture of PbO and B2O3. Figure 1 shows the measured viscosities (Q of PbO and 
B2O3 mixtures, as a hnction of temperature. It is seen that it is possible to tailor a composition 
with these two oxides, which would simulate a prescribed temperature variation of viscosity. 
Our chosen mixture with N 75w% PbO melts at N 950 K, at which temperature the radiation 
heat transfer and film boiling phenomena, important in the interactions of melt with water, 
would be active. Oxidic mixtures are generally inert, cheap and easy to handle, and there is an 
experience base and infrastructure in Sweden for melting large quantities of such mixtures and 
working with the melt. Additionally, we believe that the development work, necessary to 
perform the envisaged experiments successfully, will not be expensive and long lasting. 

We have not found a data base on corium physical properties vs. temperature. Such a data 
base would be very helphl in tailoring our oxidic melt compositions to model the corium 
properties. 

2. Objectives of the Overall Research Program 

The objectives of the overall research program are to obtain data on the melt-structure-water 
interactions that occur during the progression of a severe accident, after a core melt has 
occurred in a LWR and the water in the lower head has been boiled off. Specifically, in the 
initial three-year program, data will be obtained for, 

(a) 

(b) 

the ablation process which increases the size of a failure in the reactor pressure vessel, 
as the melt is discharged into the containment, 
the melt fiagmentation process that occurs when the melt jet is discharged into a water 
pool in the containment, as in the Swedish BWRs, or in the simplified boiling water 
reactor (SBWR). This data could also apply to ihe case of an in-vessel melt jet-water 
interaction. 

The subsequent research program may be directed to obtain data for, 

(1) 

(2) 

(3) 

the spreading process of the melt jet, discharged from the vessel, into a PWR cavity, 
with, or without, the presence of a water layer, 
the coolability process of the unfragmented jet that collects, as a melt pool, at the 
bottom of the ex-vessel water pool and attacks the concrete basemat, 
the coolability process of the fragmented jet that collects as a particulate debris bed, at 
the bottom of the ex vessel pool and attacks the concrete basemat, 
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(4) the coolability process of a fragmented debris bed lying on top of the unfragmented 
melt pool with the latter attacking the concrete basemat. Both the fragmented bed and 
the melt pool are under water. This configuration is, perhaps, the most likely result of 
the melt jet and the water pool interaction process. 

The melt pool and the particulate debris bed in the experiments investigating the processes (2) 
to (4) will be heated electrically, as in the MACE tests (3). 

An important objective of the experimental program is to gain insight into the physics of the 
complex phenomena by performing many experiments while changing the controlling 
parameters. In particular, the emphasis will be to delineate the role of the melt properties e.g. 
viscosity, thermal conductivity, crust formation, crust strength, liquidus-solidus temperature 
differences etc. 

3. Approach 

The approach of the research program is experimental, but coupled with model development 
based on observations. Scaling relationships will be established, so that the experimental 
results obtained are appropriate for model validation, and could be applied to prototypical 
situations. Phenomenological models will be developed for the melt-structure-water 
interaction processes, and they will be validated against tlie data obtained. Representative 
applications of the validated models to the prototypic accident situations will be performed. 

The melt employed in the experiments will be an appropriate oxidic mixture melt. The 
controlling parameters for each interaction studied will be varied systematically. For example, 
for the hole ablation experiments, the parameters to vary would be (1) the melt superheat, (2) 
melt volume, (3) wall materials, (4) initial hole size and.(6) melt compositions. Similarly for 
the melt jet-water interaction, the parameters of interest are (i) melt superheat, (ii) melt 
velocity, (iii) melt jet diameter, (iv) water depth, (v) water subcooling, (vi) melt compositions 
(to vary the melt viscosity and surface tension). Lists of controlling parameters for the other 
processes will be developed as those experiments are prepared. 

4. Facility 

The facility currently used to perform experiments is based in the Metal-Casting division of 
the Royal Institute of Technology, where there is a smal1 resistance furnace and an induction 
furnace having capacity of N 15 litres of melt. The induction funiace can be raised and tilted 
to pour the melt into the test apparatus. For heating the oxidic mixtures, a graphite crucible 
lined with A1203 is employed. The scoping experiments for hole ablation, described later, 
have employed =: 5 litres or N 35 kg of melt. 

A new laboratory. is being developed in the Nuclear Power Safety division, with the 
procurement and installation of a N 5 liter capacity resistance furnace and a 
induction furnace. Later on, a large induction furnace with capacity of approximately 1 tonne 
of oxidic melt will be obtained, so that relatively large scale experiments can be performed to 
reduce scale distortions. A concrete-walled cell will be built to contain the melt jet-water 
interaction experiments. 

15 liter capacity 
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5. Hole Ablation 

The increase in the size of a failure location in a LWR vessel has not received as much 
attention as it.deserves. We beiieve, that the mass rate of melt discharge and the melt jet 
diameter are determined primarily by the hole ablation process. Since, the time constant-for 
the flow-caused ablation process is tens of seconds, this process should determine the final 
size of the vessel failure for all causes of vessel failure, be it a penetration failure, or the 
global creep rupture (1). An initial opening in the creep-rupture process will be increased very 
rapidly by the ablation process, thereby the creep process will essentially terminate due to the 
pressure relief. 

Recently, experiments and scaling analysis on hole ablation have been performed at Sandia 
National Laboratories (SNL), as reported by Pilch in the Appendix J of the Zion PWR direct 
containment heating (DCH) evaluation report (8). The analysis based on one-dimensional 
formulation was anchored to the measured data to produce a curve from which the ablated 
hole diameter was derived for the DCH events. The analysis considered the presence of a 
crust, however the effect of the crust was not evaluated. The THIRMAL code (y), developed 
at Argonne National Laboratory (ANL) incorporates a one-dimensional model for hole 
ablation, with, and without, presence of a crust between the melt and the vessel wall. It was 
found that the presence of a crust, if sustained, would lead to much lower ablation of the 
initial failure location (hole). 

We believe that the main question in the hole ablation process is whether a crust, formed on 
the melting vessel wall and subjected to a melt flow, will remain stable or not. Periodic 
sweeping out and reforming of the crust could be the operative phenomena. A primary 
objective of our hole ablation experiments will be to delineate the role of the crust. 

6. Scaling Analysis for the Hole Ablation Experiments 

A scaling analysis, based on that developed by Pilch in the Zion DCH report (8) was applied 
to the hole ablation experiments envisaged. The scaling parameter is ‘L:~/‘L:D where ‘ L : ~  is the 
time required to discharge the melt, resident in the vessel, through the original-size hole and ‘L: 

D is the time required to increase the size of the hole by a factor of two. Table 1 compares the 
values of the scaling parameter for the prototypic reactor accident situations to those for the 
experiments with the PbO + B203 simulant melt, and a lead plate. It is seen that experiments 
can be constructed with N 10 to 100 1 of the simulant melt to obtain the proper values for the 
scaling parameter. The final hole size for the reactor cases is affected strongly by the presence 
of the corium crust. The simulant materials (melt and the vessel wall) will be varied to obtain 
the same effect, as of the corium crust in the reactor cases. 

7. Scoping Hole Ablation Experiments 

The scoping hole ablation experiments have been perfonned with = 35 kg of the mixture of 
PbO and B203 heated in an AI2O3 lined graphite crucibie placed in the induction furnace. The 
test section is a steel cylinder N 160 mm inside diameter and N 400 mm height with a lead 
plate as the base. A hole of 10 mm diameter is placed at the center of the base plate. Three 
different lead plates of 20 mm, 30 mm and 40 mm thickness have been employed in these 
initial experiments. The melting point of lead is 600 K and the melt temperature employed has 
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beeii = 1 150 K. Thus the temperature difference is = 550 K, which is not too different from 
that prevalent in the reactor accident situations. The melt crystallisation has been measured to 
begin at N 900 K, when the melt viscosity also rises sharpiy. Although this can not be 
signified as solidus temperature, the melt heat transfer and flow behaviour is much like that of 
a slurry with high solid content. 

The induction fumace, the test section and the three lead plates with the ablated holes, are 
shown in Figure 2. Figure 3 shows the shapes of the ablated holes in the 40,30 and 20 mm 
plates after the passage of N 35 kg of melt. It is seen that the ablation process is two- 
dimensional and that the final size of the hole is a functioii of the thickness of the plate. 

Some pertinent details of the experimental equipment should be mentioned. The cylinder test 
section is heated, however the lead base plate is thermally isolated and its temperature before 
the pouring of the melt into the cylinder is kept below 350K. The hole is filled with tin, which 
melts after all of the simulant melt is poured in the test section. The melt is poured in the 
cylinder on the top of an umbrella type structure, so that the melt jet does not hit the base 
plate. The base plate is instrumented with thermocouples placed along 3 radial directions at 
different depths to obtain data on heat transfer rates and the speed of the ablation front. The 
lead base plate is cast with the thermocouples in place. The whole apparatus is placed on a 
weighing machine, so that the mass rate of melt, discharged from the ablated hole, is recorded 
on the data acquisition system. 

8. Preliminary Melt Fragmentation Experiments 

A set of very preliminary experiments were performed to observe the feasibility of performing 
melt fragmentation experiments with the oxidic melt mixtures under our consideration. Smal1 
quantities (200 to 300 grams) of PbO powder were melted and brought to the temperature of 
1050°C (superheat of N 170°C) and dropped into a small tank of water, maintained, at 
atmospheric pressure, in turn, at subcoolings of 5", 15", 25", 35", 45" and 93°C. Different 
magnitudes of the melt fragmentation were observed as the subcooling was increased. The 
fraction of the melt that fragmented was found to be very small at 5°C subcooling, while all of 
the melt fragmented at subcooling of 93°C. For the experiment at 35°C subcooling a mild 
steam explosion was observed, which occurred in the stratified configuration. The melt 
fragmentations for the subcoolings of 5", and 93°C are shown in Figure 4. The large amount 
of steam produced for the 5°C subcooling case resulted iri almost spherical particles of 
millimeter size. The particle sizes for the 93°C subcooling case were of millimeter size; only 
for the stratified s t e m  explosion event, sub-millimeter size particles were obtained. 

9. Hole Ablation Analysis Development 

A dynamic analysis of the hole ablation process has been developed and a code HAMISA-1D 
(hole gblation modeling in severe 2ccidents)has been written. This code solves the melt flow 
equations in one dimension and performs the heat transfer calculation in cylinerical geometry 
for melting of the plate, and tracks the ablation front. Thiis, the code provides the hole 
ablation rate and the melt mass discharge rate, as a function of time both of which could be 
compared to the data obtained in our experiments. The code varies the melt physical 
properties e.g. viscosity and thermal conductivity as a fuiiction of temperature. The equation 
for melt pool level and the equation for the volume-averaged melt pool temperature are treated 
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as transient conservation equations. These equations are inciuded in the set of non-linear 
ordinary differential equations, which are integrated within each time step, using the fourth- 
order Runge-Kutta method. The accuracy of the numerical solution has been examined 
through comparisons to analytical solutions, available for limiting cases. 
The HAMISA code was used to analyse the hale ablation experiments conducted at SNL (3). 
The comparison is shown in Table 2, where 6 is the ratio of the change in the hole diameter, 
during the test, to the original diameter of the hole. In general, the comparison is quite good. 

Extensions of the one-dimensional treatment in HAMISA have been prepared to model the 
flow-ablation process as observed in OUT tests. The version HAMISA-2D includes models for 
(1) melt flow in two dimensions, (2) crust formation, sweepout and re-formation, (3) hole 
entrance effects and (4) a two-dimensional moving boiindary melt front. A number of 
separate-effect analytical studies, on the extensions mentioned above, were also performed. 
The results of a two-dimensional calculation for the hole ablation experiment on the 40 mm 
thick plate are shown in Figures 5 and 6. Figure 5 shows the transient development of the 
ablation front and Figure 6 shows the average ablation rate and the radius of the hole at the 
leading edge as a function of time. The analysis results compare very well with the data 
obtained. A paper on this analysis development will be presented at the NURETH-7 
Conference (u) 
10. Near Future Activities 

The experiments on hole ablation will be moving into the realm of scalable experiments, as 
we employ larger quantities of melt and start to systematically vary the controlling 
parameters. We have initiated scaling analysis for melt-water interactions for the design of the 
scoping experiments. We will construct a cell, where the melt-water interaction experiments 
will be conducted. The hole ablation experiments will logically precede the melt-jet-water 
interaction experiments, to provide the data base for establishing the range of melt jet 
characteristics (diameter, mass flow rate, temperature etc.). 

Analysis development activities will continue for the dynamic processes of melt interactions 
with vessel and water. 

11. Summary 

A capability to perform relatively large scale experiments investigating the melt-structure- 
water interactions that occur after a core melt attacks the vessel, is being developed at the 
Royal Institute of Technology in Stockholm. The experiments will employ oxidic mixtures, 
which may be tailored to have temperature dependence of physical properties similar to that 
of the U02+Zr02 mixture of corium. The first set of melt-vessel interaction tests performed are 
related to the ablation of a vessel failure-location due to the melt discharge from the vessel. In 
these tests, the reactor vessel wall is simulated by a lerid plate. The observations from these 
tests point to the two-dimensional nature of the ablation process. The first set of melt-water 
interaction tests performed are related to the extent of melt fragmentation, as a function of the 
magnitude of subcooling of water 

A code HAMISA has been written for describing the hole ablation process. It has been 
validated against data obtained from experiments performed at SNL. A two-dimensional 
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version, with proper modeling of the crust behaviour, entrance effects and a moving-boundary 
melting front has being developed, and has been compared against the data obtained in the 
experiments. Scaling analysis of the melt-water interaction process has been initiated. 
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Table 1: Reactor vs. experimental cases (without crust). 

I 

mm Vm 
tonnes)  (m3) 

10 1.25 

A p  
(bar)  (cm1 

2 2.5 
10 
2 5 
10 
2 15 
10 
2 2.5 
10 
2 5 
10 
2 15 

150 18.75 

1-m TD T m f T D  td ADh/Dh Dh,j 

(4 (4 (-1 (4 (-> ( c m )  
580 1.3 460 13. 10. 28. 
270 0.66 400 6.4 9.7 27. 
140 2.7 53. 12. 4.5 27. 
€17. 1.4 47. 6.0 4.2 26. 
16. 8.0 2.0 7.3 0.91 29. 
‘7.4 4.3 1.7 3.6 0.84 2s. 

7900 1.2 6600 31. 26. 68. 
3900 0.66 6000 17. 25. 65. 
2000 2.6 770 31. 12. 66. 
980 1.4 700 17. 12. 64. 
220 7.7 28. 26. 3.4 66. 

1.6 3.9 

10 I 110 4.2 26. I 14. 3.3 61. 
2.5 cm 
5 c m  
15 cm 

PWR or BWR Instrumentation Guide Tube Penetration (average) 
U.S. BWR Drain Line Penetration (if fully open) 
BWR Control Rod Drive Assembly Penetration (if fully open) 

Experimental cases 

700 100 

AP Dh 
(bar) (cm> 

O 0.5 
2 
O 1 
2 
O 2 
2 
O 0.5 
2 
O 1 
2 
O 2 
2 

m, 
V, 

Initial melt mass in the vessel 
Initial melt volume in the vessel 

(4 (4 (-1 
770 0.91 850 
110 
190 
27. 
48. 
6.9 

5400 
1100 
1400 
270 
340 

0.43 
1.9 

0.90 
4.0 
2.0 

0.96 
0.52 
2.0 
1.1 
4.2 

260 
100 
30. 
12. 
3.6 

5600 
2100 
700 
250 
81. 

67. 2.3 31. - 

Initial melt pool height above the discharge hole 
Equivalent melt pool diameter 
Vessel gas over-pressure 
Initial discharge hole diameter 
Melt discharge time without hole growth 
Doubling time of the initial discharge hole diameter 
Melt discharge time 
Increase of the discharge hole diameter (Dh,j - D i )  
Final discharge hole diameter 

t d  ADhfDg Dh,f 

(4 (-> (cm1 
11. 13. 7.1 
3.4 8.5 4.8 
11. 5.9 6.9 
3.1 3.6 4.6 
9.3 2.4 6.7 
2.5 1.3 4.5 
23. 26. 14. 
8.7 19. 9.8 
23. 12. 13. 
8.5 8.4 9.4 
22. 5.4 13. 
7.9 3.6 9.1 
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Table 2 Comparison of ID-HAMXSA Code Predictions 
with the Experimental Data from Saridia National Laboratory 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 - 

Test 
MICE-6 
M I C E 7  
MICE-8 

MICE10 
M I C E l l  
MICE12 
MICE13 
MICE14 
MICG16 
MICE17 

SNL/HIPS-2C 
SNL/HIPS-3 J 
SNL/DCH-1 
SNL/TDS-4 

SNL/LFP-1A 
SNL/LFP-2B 

- 

Sezp 

1.18 
1.56 
2.37 
1.65 
2.00 
1.41 
1.90 
1.15 
1.72 
1.19 
1.48 
1.56 

0.125 
0.256 
0.355 
O. 244 

&€AMISA 

1 ..358 
1 ..382 
1 ..539 
1.488 
1.496 
1.287 
1.492 
1.208 
1 A73 
1.363 
1.229 
1.300 
0.163 
0.393 
O .354 
O. 235 

devi at ion, !% 
15.0 
-11.4 
-35.0 
- 9.8 
-25.2 
- 8.7 
-21.5 
5.0 

14.5 
-14.4 

-16.9 
-16.6 
30.0 
53.5 
0.3 

- 3.6 
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Figure 1. Viscosity of PbO +,B,O, Mixtures. 
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I*.igiire 2 Tiie l~tiriiacc, tlic Test Section and tlie Ablated Plates 
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Figure 4. The Melt Fragmentation at ‘Two Differerit 
Subcoolings of Water 
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Royal lnstitute of Technology, Division of Nuclear Power Safcty 
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Fax:(46) (8) 790-76-78, e-mail: nam@ne.kth.se 

Abstract 

The objective of the paper is to study heat and mass transfer processes related to core 
melt discharge from a reactor vessel in a light water reactor severe accident. The phe- 
nomenology modeled includes (1) convection in, and heat transfer from, the melt pool in 
contact with the vessel lower head wall; (2) fluid dynamics and heat transfer of the melt flow 
in the growing discharge hole; and (3) multi-dimensional heat conduction in the ablating 
lower head wall. A research program is underway at the Royal Institute of Teclinology to (i) 
identify the dominant heat and mass transfer processes determining tlie characteristics of 
the lower head ablation process; (ii) develop and validate efficient analytical/computational 
models for these processes; (iii) apply models to assess the character of tlie melt discharge 
process in a reactor-scale situation, and, (iv) determine the sensitivity of the melt discharge 
to structural differences and to variations in the in-vessel inelt progression scenarios. The pa- 
per also presents comparison with the recent results of the vessel hole ablation experirnents, 
mith a melt simulant. 

1 Introduction and Background 

In a light water reactor core meltdown accident (severe accident), the molten core material 
could cause a failure of the lower head of the reactor pressure vessel (RPV), if sufficient internal 
or external cooling of the vessel could not be provided. Depending on the vessel design and 
accident sequence in question, the lower head integrity could be lost due to  a global or local 
creep rupture of the lower head wall or - if the lower head had penetrations - a local penetration 
failure [i]. The initial failure site will enlarge rapidly, due to  heat transfer from the ejected melt 
(corium) which is at a much higher temperature than the vessel melting point. Melt-induced 
loads on the containment and any further accident progression - involving interactions between 
core melt and the coolant, structures and atmosphere in the reactor cavity of a pressurized 
water reactor (PWR) or in the pedestal (lower drywell) or  suppression pool of a boiling water 
reactor (BWR) - would largely depend on the melt ejectjon characteristics. 

Previous work on melt interactions with the vessel wali has been largely analytical [i], except. 
for the experiments conducted at CNL; for a relevant review, see [2]. Tliese experiments, on hole 
ablation, were performed with iron-alumina thermite and covered a limited hole enlargement 
range. In fact, tlie analytical relationships have shown that the past experiments did not cover 
tlie range of characteristic numbers typical for either local penetration failiires or a circumfer- 
ential vessel creep rupture [3]. The experimental data  obtained have been used by Pilcli t o  
develop a one dimensional model [2], equating the energy required to melt tlie wall material to 
tlie energy transferred from the molten fuel passing through the orifice. Comparing to  former 
studies [4],[5], tlic Pilcli’s model cmploycd tlic difference betwcen the tenipcratiirc of tlie inolten 
fucl (T,) and tlic melting teinperature of tlie wall (Tw,.rnp), instead of tlic difference bctweeii 
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tiie tempcrature of the inolten fuel ('li) and its melting point ( T ' J , ~ ~ ) .  IIowever, i t  is not cIear 
liow the assiirnptioiis on physical meclianisms and correlations made in different inodels of t1ie 
hole ablation process will hold for reactor-scale situations. The lack of experimeii tal evideiice 
supporting or contradicting the applied melt ejection and hole growth models was cmphasized 
also i n  tlie recent DCH study for tlie Zion PWR [3].  

Melt ejection and lower head ablation experiments, iising an osidic melt material (T,  N 

1000 - 15001C) discharged from a vessel with a low-melting-point, metallic lower head (Tw,mp N 

600 - 9OOIi), are underway at the Royal Institute of Technology (KTH), Stockholm. Up til1 now 
we have been working with tlie oxidic melt mixture PbO - B203 (80-20 wt%). I t  has a melting 
point of about 900K and its melt-phase viscosity of about 0.1 P a s  increases with freezing, a 
characteristic of the core melt as well. In the scoping tests on vessel ablation, pure lead with 
a melting point of GOOK has been used as the lower head wall material. The integral scaling 
is based on the analysis by Pilch [2]. I t  was found that we need melt volumes of the order 
10-100 liters t o  reach prototypic characteristics, where the initial lower head failure site flow 
rate is small compared to the vessel melt contents. In the scoping experiments that  we have 
performed, so far, with melt volumes of aboiit 3-7 liters, tlie melt has a substantial superheat 
and the lead plate tliickness varied in tlie range of 2-4 cm ["l .  A detailed analytical model is 
being developed to  support experiniental design, and to analyse the results obtained. In the 
present paper, we will describe tlie physical modeling. 

For reactor safety analyses and accident management consideratioiis, tlie primary iriterests 
are the hole growth dynarnics [Dhoie( t )]  and melt discharge j7ow pararneters (melt flow rate, 
superheat, composition). The plieiiomenological considerations are built around three key el- 
ements: the thermal-hydraulic behavior of the core nielt in the vessel lower head, tlie fluid 
dynamics and heat transfer of the melt flow in the ablating hole, and tlie thermal and pliysical 
(phase-change, mass-transfer) response and feedback of the lower head wall; see Fig.1. 

D 

melt pool (50- 150 tones) 

/ \ 
\initial hole D - (5-15) cm 

P O * t  

Figure 1: Overall scheme of the hole ablation phenomenology. 

Diiring the core nielt discharge, the coiivcctive heat fliixes (from inelt flow to  discharge 
hole boundaries) are the driving meclianisnis for vessel ablation. Thus, the heat transfer cliar- 
acteristics of a laminar entry region in experiments, and those of a turbulent entry region i n  
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prototypic situations, have to be analysed in an accuratc rianiicr. Based 011 ;L tentative ideritifi- 
cation, ranking and evaluation of related physical rneclianisms, the most important plienoincna 
are considered t o  be (1) crust formation and relocation dyriamics, (2) temperatiire dependence of 
melt properties, and (3) the multi-dimensional heat conduction and ablation front propagation 
in tlie vessel wall bcneath the crust. 

The basic objective of model developirient is to study :he scalability of experimental results 
and tlie uncertainties inherent in such extrapolation due to those in the modeling and the 
data.  In order t o  ensure direct applicability of the data obtained, the prototypicality of the 
experimental behavior of the melt flow, heat transfer, wall behavior and crust integrity has to  be 
established. Since this is hard to achieve, we must address the scaling distortions in our tests and 
their relevance t o  the reactor case. Analytical modeling helps considerably in this task. Separate 
effects data  are employed to  validate analytical modeling. The models described below employ 
- whenever reasonable - only first-principle formulation:;, or well-supported assumptions on 
physical mechanisms. Calculated results guide tlie applicability of available correlations for heat 
transfer and friction, under prototypical and experimental conditions of interest. Furthermore, 
new or modified correlations can be introduced in the integrated model HAMISA (Hole Ablation 
Modeling In  Severe Accidents) developed in tliis work. 

2 Modeling of Melt Discharge and Vessel Wall Ablation 

The modeling efforts emphasize integruted tiiennal iiydradics of tlie melt ejection and lower liead 
ablation processes. A model named HAMISA.1D was developed to perform scaling analysis and 
support the experimental facility design. Tlie model considers two basic cases: (1) hole ablation 
in and core melt discharge from the RPV in the prototypic case; and (2) experimental cases 
with some metallic material as the lower head and an oyridic mixture as the corium simulant. 
The  mathematical models of the HAMISA.1D include transient mass and energy conservation 
in the melt pool, a set of transient, one-dimensional equations of mass, momentum and energy 
conservation of melt flow in the growing discharge hole, as well as the closure correlations 
required. These equations form a set of non-linear differential equations integrated within a 
time loop and along the hole. The fourth-order Runge-Kutta method is applied for numerical 
solution. The discharge flow rate is determined from the so-called P-SOLUTION algorithm. 
The  vessel wall melting calculations are performed in an ;txisymmetric geometry while tracking 
the ablation front. Thus, the model provides the hole ablation rate, bho ie ( t , z ) ,  and the melt 
mass discharge rate, Uejection(t) ,  as function of time, wliich can then be compared to  the da t a  
obtained in tlie experiments. The melt properties, e g . ,  viscosity and thermal conductivity, are 
varied as function of temperature. The accuracy of the numerical methods employed has been 
tested against analytical solutions available for limiting cases. The HAMISA.1D model has been 
used to  describe the Sandia National Laboratories (SNL) tests [GI, with reasonable agreement 
between prediction and data. This comparison was presented elsewhere [7]. 

In general, the results obtained from the l - D  dynunzic analysis are similar t o  the results 
obtained with simplified models [2]. This iact can be esplained by the short time period of 
the discharge process analysed and the similar approach applied to define the ablation rate. 
For the SNL tests tlie large Inelt superheats and smal1 temperature differences between melting 
points of the tliermite melt and vessel wall metal may have precluded crust formation. Calcu- 
lations performed for rcactor-specific sit uatioiis deinonsti ate sigiiificant bifurcations of ablatiori 
dynamics depending on whcther a stable criist layer exists or not. The presence of tlic crust 
lcads to rniicli lower ratcs of vessel wall al,lation in  tlie initial pliase, aniplifying thereby tlie 
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roles of pre-lieating and heat conductioii iii vesscl wall a n d  test plates. Due to sricli spatja] ;i11(1 

tern p or al co m pli cat i o n s , det ai led m u1 t i d i nien sioii a I and c! y n ani i cal mo ti e I i I I  g li ;is 1) ec II 1) t I' for 111 e( I  
to  support experimeiitai design and interpretation, as well as tlie applicatioii of tiie iiieasiiic(l 
da t a  to prototypic reactor accident conditions. 

2.1 Melt pool thermal hydraulicc 

The objectives of tlie modeling tlie thermal liydraulics of the melt pool for the hole ablation 
process are ( i )  t o  evaluate tlie thickness/composition of tlie crust lying on the lower liead prior 
t o  the discharge process, and (ii) to model the forced convection heat transfer during the melt 
discharge process from the RPV. For the purpose of this study, a model was developed and 
employed to  describe tlie two-dimensional fluid flow and heat transfer [8]. Tlie modified low- 
Reynolds-number turbulence model was applied to predict the heat transfer cliaracteristics from 
the melt pool t o  its frozen boundaries [9]. The heat fluxes obtained were, then, employed to  
calculate tlie quasi-static tliickness of the crust betwecn the melt pool and the vessel wall '. 
During the melt discharge process, heat flux from melt flow to  tlie crust-vessel wall yup can remelt 
the crust (solidified melt) layer. Calculations performed show that under botli experimental 
and prototypical conditions, the melt flow during the discharge processes is mostly laminar. 
Tliis is due to tlie loiv vessel overpressurization in our experiments, and the large ratio between 
the melt pool radius and tlie discliarge hole radius in reactor cases. 

2.1.1 Heat transfer r e su l t s  

The laminar flow model was used to  analyse geometry and regime effects on heat transfer t o  the 
top surface of the vessel wall during tlie melt discliarge process in small-scale experiments and in 
prototypical situations. Both the oxidic melt simulant and core melt were employed as respective 
working fluids, with temperature dependent viscosity. For the experimental conditions the 
Nusselt number on the upper surface of the crust layer above the vessel wall, Nuup ,  was found 
t o  depend on the Reynolds number, Rehole, the ratio between the pool radius and the discharge 
hole radius (-"'), and the dimensionless distance from. the hole inlet, T * ,  as follows: 

'hole 

A limited number of calculations also have been performed for reactor-specific conditions. 
In general, the Nusselt number, Nuup ,  obeys eq.(l). The correlation developed (*20% for near- 
hole regions) can be applied to  assess the remelting process of crust overlying the top surface 
of the vessel wall and the experimental test plate. 

2.1.2 Gas b l o w t h r o u g h  

We are not aware of extensive computational efforts in predicting gas blowthrougli dynainics and 
believe tliat it would be very difficult to develop a reliable compiitatioiial scheme to describe 
this process. Several correlations have been obtainet through tlie past studies, whicli have 

' I n  this scctioii, tlie criist rclers to solidified iiielt o11 the inside of tlie RPV lower Iicnd 
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becri derived iiiainiy froni dimensional analysis aiid fitting ol tlie espci-i~iiciitai datil; Sce c.g. 
[lo]. Gluck et al. proposed a correlation for gas blowtliroiigh oriset i i i  flat and Iieniis1>1ieric:il 
bottonied cyliiiders [i 1],[12], 

Recently, Pilch and Griffith [13] have collected and exaniiiied a niimber of correlatioris 
describing gas blowtlirough with respect to their applicability to core melt discharge from RPV. 
They found that  only the Gluck correlation embodies the effects of tank diameter, and tlie da t a  

values needed for reactor applications. Therefore, the G iuck correlation was rccommended for 
use in DCI-I analyses. However, it was found that there were no significant effects of tlie ratio 

for the RPV hole ablation and melt discharge conditions ( ix .  Dpool ~ 3 . G m  and Dhole in 
the range 0.05-0.5m). 

base of this correlation spans tlie range of the Froude number Fr  = daxz UcJect’on and the D p o o l l ~ h o l e  

In the present study, we are interested in the onset of gas blowthrougli, rather tlian tlie 
annular gas-liquid discharge flow dynamics. For this purpose, a quasi-steady 2-D formulation is 
used to  calculate flow and pressure fields in the experimental crucible aiid RPV lower plenum 
with melt discharge through holes of different sizes. It can be sliown that tlie boiinda.ry hyer 
thickness in tlie hemisplierical pool is so small tliat the whole flow field could bc treated as 
potential flow. Nevertheless, tlie grid independence of nitnierical solutions has been esurnined, 
based on tlie results obtained with computational meshes of different refinements. Calculatioiis 
employing a low-Reynolds-iiumber turbulence model indicate that tlie shear-induced turbulencc 
generation takes place only near the hole inlet and does not affect the pressure field in tlie large. 
The laminar model is thus, applied to  calculate flow and pressure fields. 

Fig.:! describes the calculated velocity field in a hemisplierical lower liead during tlie core 
melt discharge process. The calculated results of dynamic pressure field were analysed to  eval- 
uate the potential ”crater formation” in the melt pool. First, dynamic pressure distributions a t  
various heights from the lower plenum bottom are compared to  hydraulic heads of the respective 
melt columns; see Fig.3. Our hypothesis is that  a t  the critical pool depth the dynamic pressure 
variation above the discharge hole is equal to tlie corresponding hydraulic head, thereby induc- 
ing enough deformation of the free surface that gas entrains in the discharge flow. Fig.4 depicts 
the technique used to  determine the blowthrough onset. Comparison of numerically determined 
critical pool depth with the experimental correlation of Gluck et al. for the hemispherical bot- 
tom cylinders is given in Fig.5. It is seen that good agreement is achieved for the parameter 
ranges of interest. 
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I - The discharge hole diameter D-hole = 0.15m 

I 

Figiire 2: The velocity field during the core 
melt discharge process: Uejeclion = lom/s,  
Dhole = 0.5m, D ~ p v  = 3.6m. The computa- 
tional mesh for the lower plenum section 50x50. 
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Figur(! 4: Determination of gas blowtliroiigh 
onset from tlie dynamic pressure and liydrauli- 
cal head of the liquid column above the liolc 
(O corresponds tlie critical pool deptlis). 

Dhole = 0.5m, U-ejection = l o d s  
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Figiire 3: Calculatctl radial distributioiis of tlic 
dynamic pressure in core melt pool. 

Figurr 5: Coinpnrison witli tlie espcriinental 
correlation of Gluck et al. 
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I t  is woitii iiotirig liere tiiat thc present work assumes (2i.t ieast puti: iI)  tlrprcssiirization of 
tIie rcactor coolant system prior to tiie mcit tliscliarge, i.e. tlie disclia.rgc flow rates are in tl1e 
iiiterrrictliatc range of 3-lOm/s. The moment when a m d t  pool crater starts to dominate tlie 
flow patteriis, in reactor cases, can be evaluated in the integrated IIAMISA model iising thc 

) decreases with Gluck correlation. In addition, the relative critical pool doptli ( k c r a t e r  = 
iiicreasing disdiarge hole diameter. It is found tliat annular- type discliarge flow regimes caii 
occur only a t  the very end of the ablatioii and dischargc: process. For an initial nielt n i a s  of 
100 tonnes, fractions of melt mass discliarged in annular-type regime liave beeii evaliiated to  be 
in the ranges 2-5% and 4-10x for the cases witli and wit:iout crust, respectively '. 

11pool , g b  

Dholc 

2.2 Discharge hole thermal hydraulics 

In this section, we present soine results on the core melt e.jection process through a circular hole 
in the RPV lower head. A Control-volume based model was previously developed to  solve tlie 
Navier-Stokes and energy equations in 2-D axisyrnmetric, narrowing channels witli a constant 
wall-temperature boundary condition [SI, while accounting for axial diffusion of botli momen- 
tum and heat as well as viscous dissipatiori. Additionally, a low-Reynolds-number model of 
turbulence was employed, due to the presence of laminar, traiisition-to-turbulence and turbu- 
lent regimes in tlie reactor-scale applications. 

By employing the first-priiiciple-modeling approach, t is possible to esaniine tlie effects of 
following set of specific variations of viscosity and conductivity across the boundary layer due 
to freezing of the core melt near the wall, of velocity/temperature profiles a t  the hole inlet, 
of (narrowing) channel geometry, and of fluid Prandtl number. For limiting cases of interest, 
the calculated results compare satisfactorily with previous boundary layer solutions, and the 
measured data  found in the literature. 

2.2.1 Experimental conditions 

Since Reynolds iiumbers in the experiments are sufficiently low, laminar flow is tlie most prob- 
able experimental regime. That  is wliy detailed analysis of thermal liydraulics within the dis- 
charge hole under experimental conditions must be carried out in order t o  address the relevance 
of experiments to the prototypical reactor conditions. 

Pressure drop. 

The apparent Fanning friction factor corresponds to pressure drop in a certain flow lengtli 
through the duct. In a tube witli a frictionless infinite upstream section (-ca < z < O),  the 
apparent Fanning friction 

The  results presented 

factor is defined as follows: 

(3) 

i n  Table 1 assume tliat the viscosity varies stroiigly in the sublayer 
(0.95 < -'- < 1) .  Tlie iiia.siiiiiirn value of thc viscosity at tlie wall is 25 times greater t h i  tlie 
bulk viscosity. It can bc seen tliat in tlie viciiiity of tlie hole entraiice, tlie viscosity variation 

'ho le  

*Note tliat criist. afFect,s tlie hole growth and the hole size. 
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leatls to more tlian two times higlier valiics of tlic apparcnt Faiiiiing frictioii factor. Note tliilt t h p  
tliickiiess of tlie metallic plate, aiid thercliy tlic hole leiigth Az,  in tlic esperiirients corrcspoiitls 
t o  z ,  in  the range of lo-'; - lo-". It is seeii that friction factors are sensitive to  tlie viscosity 
variations i n  that  region. 

l'iiblc 1: 'ilie apparent l'anning frictioii factor. 

7.034- 1 

The Nusselt number. 

Table 2 presents results of heat transfer calculations for four cases. Tlie first case is the 
standard case witliout property variation. The second case shows effects of the above-described 
variation of viscosity across thc sublayer on the heat transfer. Tlie tliird and fourth cases 
include variatioiis of both viscosity and conductivity across tlie sublayer. Tlie conductivity is 
decreased parabolically near the wall. Values of the fluid conductivity in tlie wall-fluid interface 
are two and ten times smaller tliaii that  of tlie bulk conductivity, for tlie tliird and fourth cases, 
respectively. Values of the Reynolds number are constant for four cases, and equal t o  500. In 
fact, the effects of property variations on heat transfer are even greater than those shown in 
Table 2, due to tlie fact that  the discharge mass flow rates are also reduced due to  increased 
wall friction (see Table 1 for tlie apparent Fanning friction factor). Similar calculations have 
also been performed for the reactor cases by employiiig tlie low-Reynolds-number turbulence 
model. Most notably, there is also the development of a laminar boundary-layer flow in the 
very short section of the discliarge hole (z+ N However, there are two different factors 
determining the effects of temperature dependence of fluid properties on heat transfer rates. 
First, the lower are the values of z+, the more significant are the effects of fluid properties, due 
to  the smaller thickness of the boundary layer with property variations. Second, the Reynolds 
numbers are higher under prototypical conditions, which limit the properties variations along 
and across tlie flow sections. 

In the present range of applications, one can concliide that the temperature dependence of 
transport properties needs t o  be accounted for in evaliiation of the pressure drop and the heat 
transfer coefficients inside the discliarge hole. However, it is not known how the properties vary 
in the temperature range near the corium melt solidus point. We believe, experimental data ,  
employing melt simulants with temperature-dependent viscosity, are required at relatively high 
Reynolds numbers to reduce uncertainties in the assessments of convective heat fluxes and in 
the formulation of boundary conditions for the prototypic melt flow with a wide mushy region 
[ATmushy  = (Tliquidus - % l i d u s )  (150-200)1(]. 

Analyses perfornied for coiiverging ducts show diial effects of sucli geometry: narrowing 
cliannels cause a flow laminarization biit can also siibject chaiinel walls to the liotter melt 
entering from tlie pool iiito tlie liolc-wall boiindary layer. Sucli tispects requirc fiirtlier model 
developinent e.g., coiipling inclt tlierinal liydraulics in tlie hole and tlic pool. Aiiotlicr analysis 
dcvelopinent issiic is wlictlicr tlic COI o inelt aiid its ositlic simiihilt beliavc as witli Ne\vtoIiiilii 
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Nusselt niimhers 
z+ = Az/(Dh,1, . Pe,iole) p,  k = const Il Il p,k = var; g = 0 . 5  k 

II I! 

11.56 

 IL,^ = var;  k z 0 . 1  p = var 

15.81 
9.82 
5.39 
3.44 

I - 
14.47 11.70 

Di scha rge  coefficient. 

In most scaling studies and previous models, ve1ociti;s of melt ejected from tlie vessel are 
calciilated by means of Bernoulli’s equation [eq.(4)] with discharge coefficient CO, in tlie range 
of (0.6- 1). 

wliere APhoie = p f g H p o o ~  i- Preactor - Pcontainment. ‘rhe results obtained for melt ejected 
through holes (in a 2-D axisymmetric steady-state formulation) show the general applicability 
of eq.(4) for conditions of interest. Specifically, eq.(4) applies t o  the prototypical situations, 
due to  the low viscosity of core melt, p f  N 0.005 Pa.s, and the relatively small thickness of the 
vessel wall, Lwali, compared to  discharge hole diameters, Dhole (Lwall/Dhole <1 soon after the 
melt flow starts through the discharge hole. However, in our experiments, oxidic melt simulant 
has a higher viscosity ( p f s  N 0.1 Pa.s), and the vessel overpressure is smaller. For this case, 
the fluid-wall friction along the hole, must be taktin into account. In order t o  facilitate 
the development of the fast-running HAMISA model, the pressure drops in an orifice [eq.(5)] 
is calculated with the use of a loss coefficient ( K ~ o s s  = l / f i ) ,  wliereas the discharge flow 
velocity is determined from the solution of momentum equation along the hole [eq.(6)]. 

witl i  APj-?,,,li0le = APjiule -AP,,,j,,, as tlie given pre.sure drop in  tlie hole. Tliese ecluatioiis 
togetlier witli inass conservation cquatioii comprise a metliod to calculate melt ejectiori rates 
from a. vessc.1 tliat is iiiore general tlian tlie conventioiial Bernoulli’s cquation. As alrcady 
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ii1pr,tjoiied, tlie nietliod is cruciai wlieri analysing oxidic siinulaiit Ilow throiigii ;i iiole il) tiic 
cxperimeiital test plates. 

Calculations performed for reactor-scale melt disclixge processes show an incrcase in hole 
pressure drop due to  the temperature dependence of melt viscosity. However, as shown above 
(see section 2.2.1)’ the Auid-wall friction inside tlie hole has a niinor cffect OII the cjcction rates. 

2.2.2 P r o t o t y p i c a l  condit ions 

In typical accident scenarios, the core melt flows in the discharge hole a t  high Reynolds numbers 
(Re in the range lo5  - 5.106), depending, primarily, on tlie reactor system overpressiirizatjon and 
the size of local failure site (hole diameter). The flow within the discliarge hole may be charac- 
terized by development of laminar boundary layer at tlie very entry region and its transition to  
turbulent. Nusselt numbers in the laminar flow region and turbulent region may be determined 
by Schlicliting’s correlation [eq.(7)] and von I<Arman’s sorrelation [eq.(S)), respectively [15]. 

The  Eqs.(7-8) were obtained, originally, for boundary layers over the flat plate, they are used 
here with N u  numbers based on the channel diameter. These correlations are compared t o  the 
results of this study employing numerical solutions for the fluid flow and heat transfer within 
the hole in Figs.6-8. One can see that the method of two-dimensional turbulent flow modeling 
employed in the present work is able t o  reproduce heat transfer laws related to  boundary- 
layer development. Correlations of Dittus-Boelter and Petukhov et  al. [16] for heat transfer in 
developed flows are also given for comparison. 
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Forced convection heat transfer Figure 9: Local Nusselt number in the thermal 
entrance region: Rehole = 4 . lo4, Pr = 0.7. 
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Ilespite of tlic quaiititative agreement achieved Ixidweeri coiiipiitatioii;il rcsiilts a n d  ( ~ s p ~ r -  
iiiiental correiations, i t  is wortli noting tliat there exist significant diliiciilties iii turbiilcnce 
iiiodeling of tlic thermaliy and liydrodynamically developing flows. An altempt lias becn iriade 
towards xcounting for anisotropic effects in the thermally developing and developed flows [ 141. 
IIowcver, tlie absence of experimental da t a  for z+ < still renden uiicertainties of predict- 
ing heat transfer in tlie very entry region of high-Reynolds-nurnbcr flows (Re iiiiinbers up to 
lo7  and z+ in tlic range Thus, further work on validation and application of the 
model developed must focus on effects of Re and fluid PT numbers, as well as possible effects 
of temperature dependence of physical properties in the thermal boundary layer. 

- 

Eqs.(7-8) have also been used in the THIRMAL code [17]. However, the criterion for laminar- 
to-turbulence transition was taken as Rez,t,ans = P j U e : e c l i o n Z t r a n s / p j  = 5 .  lo5. This selection 
of Rez,trans is, perhaps, based on previous measurements on sinall diameter channels or flat 
plates. Reference (171 reports that  the minimum heat transfer coefficient will be either at the 
channel exit or a t  the location where the laminar-to-turbulent transition occurs. As sliown 
in Figs.7-8 the THIRMAL model produces very sharp variation of tlie Nusselt numbers. We 
believe tliat this choice of Rez,trans provides relatively smaller final hole sizes determined by the 
local erosion rate. 

Our two-dimensional model for heat transfer in the developing turbulent Aow, liowever, indi- 
cates tliat tlie transition might occur a t  much smaller Rez,tralis. Results obtained for Reynolds 
number ranging from 10" up to 7.5 . lo6  indicate Rez = lo5 as the most probable value of 
Rez,trans for tlie large-diameter (more than 5cm ID) circular cliannels. It was found that  the 
fluid I'randtl number has a minor effect on wliile ranging from PT = 0.2 to  PT = 1. In 
the prototypic range of Re numbers (Re N lo6), the laminar-to-turbulent transition would take 
place near the hole entry. Furthermore, one has to  accoiiiit for turbulence in melt flow coming to  
the hole inlet. In such a case, the boundary layer may become turbulent from the inlet leading 
edge of the discharge hole. This may be seen in Fig.9, which depicts a monotonic decrease of 
Nusselt numbers for hydrodynamically developed flows (in the thermal entrance region) a t  low 
Re numbers (Re = 4. lo4). This is related to  the fact that  upstream turbulence is able to  cause 
reductions in Presuming forced convection heat transfer as the governing mechanism, 
the present analysis indicates that  the axial profile of heat transfer coefficient, and, therefore, 
also of the wall ablation rate, will decrease monotonically towards the hole exit. 

2.3 Crust behavior within the discharge hole 

In the hole ablation process, the crust formation and dynamics play a very important role. 
The unsteady growth and decay of a frozen layer (crust) in a liquid flowing past a non-melting 
wall was studied by Epstein [18], who developed an integral method, employing second-order 
polynomials for temperature profile. This method wai;, later, applied to  calculate the process 
characteristics in a tube flow, with solidification in the liquid flow, and melting in the initially 
solid wall [19]. So far, no direct observations or measured data  on the dynamic behavior of the 
crust and inolten wall layer within the discharge hole have been reported from simulant (say, 
Freon-ice wall system) or prototypic melt material experiments. 

The crust formation and exristence determine thcb rate of vessel wall ablation. If there 
is a stable crust, the nielt superlieat (say, 10-200K i n  reactor cases) forms tlie heat-driving 
temperatiirt diffcrciice (AT,,, = Tj - TJ,,~), wliile uithout crust thc wall nblation would be 
niuch more rapid, since tlic driviiig temperature difrereiice is tlist between tlie Iiielt temperature 
and tlie wnll rneltiiig point (i.e, ATrej = Tj  - Tw,mp = 2700-1700 - 10001<). If tlic factor in 
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inelt-wall licat trarisfer was about ten, as it could be betwccii the liiiiiting cascs, t l i c  rc];Lt,iv(: 
growth of an initially smal1 hole (IX AT::; [LI) could diflcr by a factoi. of two or ~ i i o r ~ .  

In order to assess the dynamics of tlie crust forniation, growtli aiid existeiice dnring the riiclt 
discharge process in both prototypic and experimental conditions, we have coiisitlcrcti a sct of 
phenomena, incliiding conduction-controlled crust growtli, crust remclting duc to tlic toiivcctive 
heat flux from melt flow, qconv, convection-induced crust sweep-out by inelt flow and tlie falling 
film of molten vessel wall beneath the crust. It was found that,  altliough, the remelting time 
periods, ~ ~ ~ , ~ ~ ~ ~ l ~ ,  are ratlier short for the characteristic values of crust thickness, the remelting 
times are as mucli as 3-5 times larger than the characteristic times of the conduction-controlled 
crust growth, ~ ~ ~ , ~ ~ ~ ~ ~ h ,  for the given values of crust tliickness, S j , c r u s t ;  see Table 3 .  At tlie 
hole outlet, tlie heat transfer rates are relatively small, especially in the initial pliase of tlie 
discharge process. IIence, tlie crust growth and existence are dominant. Further, tlie limiting 
mechanisms of convection-induced crust dynamics were considered to evaluate typical values 
of the crust thickness. Order-of-magnitude assessments for crust-related parameters in reactor 
situations and in tlie KTIi experiments are given in Table 4. It can be seeii that  tlie values of 
the crust tliickness are about 0.5 mm for both prototypic and experiment conditions. Such crust 
thicknesses are applied to  the outlet of the discharge hole. The time characteristics related to 
the hole ablation process (ablation time, convection-controlled crust life time) for the prototypic 
and the experiment conditions are similar to each other. ******************* 

Table 3:  Crust formation and remelting. 

A number of models were developed to describe the crust formation and wail melting pro- 
cesses. Originally, a separate-layer model was proposed to model the thicknesses of the crust, 
Sj ,crus t ,  and of the molten wall layer, Previous studies (e.g. [19]) have employed a three- 
layer model with heat conduction and heat balance acmss the layers of crust, molten wall and 
solid wall t o  represent their transient behavior. We believe that heat conduction is not the only 
operative mechanism, as has been assumed in most previous studies (including [19]) for the 
dynamics of the crust and vessel wall molten layer. Thei-e are other mechanisms active e.g. the 
shear force from melt flow through tlie crust layer and tlie falling film of the molten vessel wall. 
Therefore, a simplified approach to  the treatment of tlie crust within the discharge hole has 
been taken, by assuming that heat conduction is the dominant process in the initial ablation 
phase when the thickness of the molten wall layer is less tlian a critical value < S L , m l ) ,  
say SW,,, = Imin for experimental conditions. There the two equations of heat conduction and 
phase change in crust aiid molteri wall layers are applied 
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:lable 4: Dynmnics of tlie criist within tlie tliscliaigc liol(! 

PA RAM ET E RS 
Film-driven crust dyriamics 

- 

I- 
Typical ablation rate, Vab, mm/s 
Vessel/plate thickness, L w n l i ,  m 
b w , m l ,  mm 

Tj i lm,conu = L w a i i / U j i i m >  s 
U f i l m  = V a b L w a l l / & w , m l ,  m/s 

where 

3-10 (ave: 6) 

1 0.5 

1-6 (ave: 3)  
0.02-0.05 

0.16 0.08 0.25 0.10 

Should the thickness of molten wall layer reach its critical value, the thickncss of the 
crust layer is calculated from eq.(l l) ,  and the heat flux imposed on the phase-change interface, 
q i n t ,  is defined byeq.( 12). 

Uejec t ion i  m/s 
R e h o l e  

t f - c r  

Ufbl = Uejeciion J i ,  m/s  
Tfb1,conv = L w a l l / U f b l ,  s 
Tcr,res = m i n ( T f i l m , c o n v >  Tfbi,conv)i s 
b f , c rus t ,  mm (for Tcr,growtii = Tcr ,res )  

In the present study, the calculated values of qint are employed as the boundary condition 
for the vessel wall heat conduction and ablation analysis below; see, e g ,  eq.( 13). These crust- 
related assumptions need to be verified, when more experimental observations and da ta  become 
availahle. 

3 - 1ci 0.3 - 1 
( 0.7-2.3).106 900-3000 

1 6 I R e h o l e  
-1 4 0.3 164. Re hole 

0.1 - 0.3 
1.5 - 0.5 

0.02 - 0.1 
1.5 - 0.2 

0.1 0.15 
0.5 0.G 
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2.4 Vessei wall heat conduction and ablatioii 

In  this sectioii we will esamiiie effects of preheatiiig aiitl iiiulti-diniciisioiial i i m t  coiitiiictioii 
in the vessel wall and test plate. Preliminary assessnients for cxpcriiii~iits eniploying lead (as 
well as aluminum and tin) as simulants for tlie vessel w i l l  show sigiiificaiit transients i n  thc 
test plate's temperature field prior and during riielt discharge. As it takes tiiiie (15-30s) for 
melt discharge process to  start after the first melt-wall ccmtact, tlie t1ierm;tl front could aiready 
penetrate through the relatively thin metallic layers (2-4cm) of tlie test platc due to large 
values of thermal diffusivity ( a  = 20 - 40 . 10-6m2/s) cd vessel materials (metals) used. Thc 
IIAMISA.2D/WALL model has been developed to describe two-dimensional heat conduction 
with phase change. An efficient numerical technique has been developed to solve two-dimensional 
heat conduction equation with moving pliase-cliange boundary. Tlie idea of tlie nuinerical 
method developed is to have a dominant direction of boiindary nioveineiit, that  is the ablation 
front along the hole. The heat conduction in the other directioii is taken into account in a 
semi-implicit manner. Tlie moving rate of pliase-chaiige boundary of a given strip (horizontal 
layer) in cylindrical coordinate system (7, z )  is defined through the difference between tlie heat 
flux imposed on the interface, qint, and that taken away by heat contliiction, q c o n d ,  as follows 
(see also Fig.1) 

where T ,  is the position of the melting front a t  timo t o ,  and At is time step, At = t - to .  
Calculated values of Val are then used to track the pliase-change interface. 

3 Analysis of the KTH Hole Ablation Experiments 

A set of scoping experiments on hole ablation were performed at KTII in 1994 [7] in wliich 
a melt of PbO + B203 oxidic mixture a t  E 1100K wai; ejected through an initial hole of 10 
mm dia. drilled in three lead plates of 20, 30 and 40 mm. Tlie melt volume employed in each 
case was E 5 liters (approximately 35 kg). The final sizes and shapes of the ablated holes are 
shown in Fig.14, whicli depict the two-dimensional character of the hole ablation process. It 
was also observed during the hole ablation process that the rate of hole ablation a t  the hole 
exit increased markedly after an initial period during which, perhaps, a certain portion of the 
plate in the vicinity of the ablating hole heated up to near the mclting temperature. 

Analysis of these scoping experiments was performed using the HAMISA.2D/WALL model. 
Results of the for cases with and without crust are presented, respectively, in Figs.10-11 and 
Figs. 12- 13. 

It can be seen from Figs.l1,13 tliat roughly similar diarnetkrs for the l i n d  hole were predicted 
for two cases. Nevertheless, transient teniperature fields in the test plate diiring melt discharge 
process are sensitive t o  tlie boundary conditioiis, i.e. crust presence [ 18s process; see Fig.10) 
or absence (7s process; see Fig.12). Therefore, data of theriiiocouplcs iiistiilled inside thc test 
plate and tlie rediiced data  for ablation dynaniics could bo iisetl to ; I S ~ C I S S  Iic;i.l. Iliises from 
rnclt flow to the test plate. Large 
openings of tlie hole a t  its inlet can bc ascribeti to eni,rancc cffects o i i  h m t  tra.iisf(ir and tlie 

Consequently, existence of tlie crust. (:oiiltl l ) ( b  c\JaliiiLte<i. 
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pre-heating of tlic test plate prior to melt front propagation. Qualitalively, the calculated 
results of final hole size (Figs.10) and ablation dynamics (Figs.11) agree witli observations from 
the KTII scoping experiments on vessel hole ablation (Fig.14). The observation that the hole 
growth rate has accelerated towards the end of the process supports the assumption of crust 
existence, at k a s t ,  at the hole exit (compare cases 1 and 2 in Figs.ll,l3. However, in order 
t o  observe, more decisively, crust existence from measurement da t a  in future experiments, we 
have t o  provide small ratios for $,-+w;mi, i.e. the melt superheat has to be much less than the 
difference between the melt temperature and the wall melting point. Under such conditions, 
the identification of the influence of the crust could be readily deiineated. Analyses performed 
with the help of the HAMISA.2D/WALL model help us t o  design the experiments, e.g., define 
the initial thermal state of the test plate, set requirements for melt pouring times, and design 
the test plates. 

T - T , m  
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Figure 10: Case 1: Ti - Tj,mp = 200K. Figure 12: Case 2: Tj  - Tw,mp = 500K. 
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Figure i3: HAMISA simulation of KTH hole 
ablation experiment: case 2. 
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Figure 14: Final hole geometry in the KTH scoping hole ablation experiments: observations on 
3 plates. 

4 Summary 

This paper describes the model development work performed at the Royal Institute of Tech- 
nology, Stockholm, to  study the core melt discharge and reactor pressure vessel (RPV) lower 
head ablation. The  objective of the study is t o  provide understanding of the physics of these 
complicated melt-structure interaction processes. Phenomenological and computational models 
were developed to treat together the dynamically-coupled processes of melt flow, heat transfer 
t o  vessel wall, and the hole ablation. The most difficult, and the most uncertain, part of the 
modeiing is the thermal and mechanical behavior of the crust, whicli can limit the ablation 
in severe light water reactor accidents. Other significant plienomena e.g., hole flow entrance 
effects, multi-dimensional heat conduction phase change in lower liead wall, and melt pool 
thermal hydraulics also have beeii discussed in some detail. By taking advantage of these de- 
velopments, we believe, it is possible to reduce the uncertainties in the quantification of the 
continued enlargement of tlie initial failure site in the RPV lower liead. 
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Calcuiations, using the mechanistic models developed, have confirmed the effects of core melt 
inomentum and heat transport properties ( p ,  K )  and their temperature dependence. The current 
modeling has also highlighted the importance of the wall thickness and thermal properties in the 
scaling considerations for the hole ablation experiments. Further progress in model development 
and validation relies on analysis of further hole ablation experiments. The HAMISA model, 
when validated, will form the basis be valid for prediction of the hole ablation dynamics during 
the melt discharge process in reactor accidents of interest. 
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NOMENCL ATURE 

Arabic letters 
C D  
D 
faPP 
F r  
9 
11 

H 
H f u s i o n  

L ,  L w a i i  

N uup 

N u  

P 
P e h o l e  
P T  
T 

T* 

R e h o l e  

Re, 
Q 
t 
U 
V 
z ,  
z+ 
z* 

Greek letters 
s 
K 

P 
P 
Tgrowth 

Tr e m  e i t 

Discharge coefficient (-), see eq.(4) 
Diameter (m) 
Apparent friction factor (-), see eq.(3) 
Froude number, Fr = (-) 
Gravitational acceleration (9.81 m/s2) 
Heat transfer coefficient (W/m2.K) 
Melt pool level (m) 
Heat of fusion (J/kg) 
Given thickness of the RPV wall (m) 
Nusselt number, N u  = 

Nusselt number, Nuup = 
Pressure (Pa) 
Peclet number, P e h o l e  = R e h o l e  - P T j  (-) 
Prandtl number, PT = ~ C J K  (-) 
Radius or distance from the hole symmetry line (m) 

Reynolds number based on Dhole ,  Reho le  == P j U e j e c t i o n D h o l e / p j  (-) 
Reynolds number based on 2, Re, = P j U c : j e c t ; o n Z / p j  (-) 
Heat flux ( W /m2) 
Time (s) 
Velocity in z-direction (m/s) 
Velocity in r-direction (m/s) 
a-coordinate (m) 
Dimensionless z for heat transfer data, z+ = AZ/(Dhole 1 Pehoie) (-) 
Dimensionless a for friction data, a* = A-t/(Dhor, R e h o l e )  (-) 

S'Dhoie 

hDh& 
KJ 

(-1 '(1 (Tj-Tf,mp 

Dimensionless radius, T* = r p ~ ~ ~ ; ~ l c  (-1 

Thickness of layers (m) 
Heat conductivity (W/m.K) 
Dynamic viscosity (Pa-s) 
Density (kg/m3) 
Solidification time scale (s) 
Remelting time scale (s) 
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rconv Convection time scale (s) 
Tres  Residence time scale (s) 
I Friction coefficient 
A P  Pressure difference (Pa) 
At 
A2 

Time step (s), see eq.(13) 
Distance from the discharge hole inlet (ni) 

ab Vessel wall ablation 
cond Conduction 
conv Convec t ion 
cr,crust 
f Core melt flow 
f i l  
film 
fs 
gb Gas blowthrough 
hole Discharge hole 
int Interface 
ml Molten layer 
O Reference value 
pool In-vessel melt pool 
t Turbulent 
transition Laminar-to-turbulent transition 
UP 
W 

Crust of core melt or simulant material 

Boundary layer of discharge flow 
Falling film characteristics of the molten wi~U layer 
Simulant material of core melts 

Upper surface of the crust overlying the vessel wall 
Vessel lower head wall or its model 
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ABSTRACT 

This paper examines the freezing process of distinct melt 
particles interacting with water. Approximate time scales 
of freezing are estimated for some high-temperature melt 
materials that  are of interest in experimental and reac- 
tor situations. Transient conduction calculations are per- 
formed to clarify the special freezing characteristics of oxi- 
dic melt materials (low conductivity) and binary melt mix- 
tures (no definite freezing point). The transient calcu- 
lations are compared with recent experiments indicating 
"non-explosivity" of Corium (UO2-ZrOz). One potential 
explanation, based on the freezing characteristics of binary 
Corium mixture, is proposed for the experimental observa- 
tions. The numerical results are generalized by discussing 
the scaling implications of the thermal conduction analy- 
sis and by defining different freezing categories. Finally, 
conclusions are drawn on the potential influence of melt 
freezing characteristics on steam explosion energetics. 

NOMENCLATURE 

Bi, 
CP Specific heat capacity (J/kgI<) 
Fo, 
h Specific enthalpy (J/kg) or 

k Thermal conductivity (W/mI<) 
kB Stefan-Boltzmann constant ( W/m2K4) 

Biot number; Bi = h z / k  (-) 

Fourier number; Fo = a t / x c 2  (-) 

Heat transfer coefficient (W/m2K) 

q" 
q"' 
r 
R 
t 
T 

(Y 

A h  f us 
AT 
Ax 

P 
E 

7- 

Heat flux (W/m2) 
Volumetric power (W/m3) 
Radial coordinate (m) 
Particle radius (m) 
Time (s) 
Temperature (K) 

Thermal diffusivity; (Y = k/pcp (m2/s) 
Heat of fusion (J/kg) 
Temperature difference ( K )  
Layer thickness (m) 
Emissivity (-) 
Density ( kg/m3) 
Time scale (s) 

Subsrz+ts 
O Initial 
C Coolant 
con Conduction 
1 Liquid 
l i g  Liquidus point 
mP Melting point 
P Particle 
9s Quasi-stead y 
rad  Radiat ive 
s Solid 
sat Saturation 
sol Solidus point 

-- 

Superscripis 
* Dimensionless variable 
-~ 
> Modified mushy-zone property 
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I N  T R O  DU C T I O  N 

Dynamic shock loads, which determine the immediate be- 
haviour of structures enclosing the steam explosion zone 
in a light water reactor (LWR) vessel or cavity, have re- 
cently appeared as a focus of steam explosion modelling. 
At the same time, the initial conditions of interest have 
been extended from nearly saturated (in-vessel) t o  highly 
subcooled (ex-vessel) coolant conditions, with new limit- 
ing mechanisms coming into play. On the one hand, the 
thermal energy of the melt particles fragmented by the 
explosion wave cannot be assumed to be mixed instantly 
throughout the bulk coolant (even locally), inasmuch as the 
melt-coolant premixtures are typically quite lean in fuel. 
On the other hand, the melt-coolant premixing in a deep, 
subcooled, water pool can lead to relatively fast freezing 
of the melt particles, hence limiting the maximum thermal 
energy available for the explosion process. Such dynamical 
processes within the coolant and the melt phase have to be 
considered with care before the model predictions can be 
applied to reactor cases. 

The present paper focuses on the melt freezing be- 
haviour. The approximate time scales of melt freezing are 
first considered by assuming a uniform temperature profile 
inside the melt particle. Next the conditions, under which 
melt freezing could be limited by internal conduction, are 
examined. The conduction limitations are found impor- 
tant, and thus numerical freezing analyses are performed 
with a pne-dimensional transient conduction model. These 
numerical results are compared with recent experiments on 
Corium-Water interactions, and one potential explanation 
for the ”non-explosive” behaviour observed in the KRO- 
TOS tests is proposed. Further, an attempt is made to 
generalize the results by scaling and mapping of the melt 
particle freezing process. The thermal conduction analysis 
cannot capture all details, and in order to  stimulate further 
work on the subject, some additional factors of interest are 
explored. Finally, conclusions are drawn on the potential 
influence of melt freezing characteristics on steam explo- 
sion energetics. 

A P P R O X I M A T E  F R E E Z I N G  T I M E S  

Under certain conditions, the internal temperature profile 
of a melt particle can be assumed to  be uniform. With a 

uniform surface heat flux ( q ” )  and a spherical melt particle 
of radius Rp,  the specific enthalpy ( h )  changes according 
to the following equation. 

In situations examined in the present study, the surface 
heat flux: is dominated by thermal radiation and the sur- 
face temperature is much higher than that of the coolant 
environment. In this case, the following heat flux approxi- 
mation can be employed. 

q” - qyad - €U19T4 (2) 

If, in addition, the particle properties (density p ;  specific 
heat capacity cp; emissivity E )  are assumed to  be constant, 
substitut,ion of Eq. (2) in Eq. (1) yields the following 
cooldown equation. 

(3)  
d T 3 ~ ~ 1 9  T4 - N -- 
dt PCPR, 

The time (rliq) taken to remove the superheat from a melt 
particle, whose initial temperature (To) is above the liq- 
uidus point (T/iq), can then be easily derived. 

(4) 

Subsequently, the time (rsol) taken to  solidify, or to reach 
the solidus point (Ts0/), is obtained. 

(5) 

With a definite freezing point (Tmp = Tiiq = Tso/), instead 
of the temperature interval assumed above, the solidifica- 
tion time becomes 

where Ahjus is the latent heat of fusion. 

(7) 

The formulae above depend on the assumption of a uni- 
form internal temperature distribution (T) and dominance 
of radiative heat transfer (q” o( T4),  which is also a strong 
function of the surface temperature. Obviously, severe er- 
rors can be generated by the uniform temperature assump- 
tion if t,he conduction time scales are comparative with 
those of the quenching (freezing and cooldown) process. 
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Materid Ti,, Tsol Ah,,, ki k, P c T ; / k g y  
( 1 0  (kJ/kg) ( W / n W  (kg/m3) 

u 0 2  3113 3112.99 300 11 3 8300 470 390 
A l 2 0 3  2300 2299.99 1000 8 8 2500 1400 1400 
Corium 2900 2800 360 10 2.5 8000 540 410 

Q 1  0, C 

(lo-' m2/s) (-1 U 'mi 7.6 0.8 

Liquid-phase density is applied for.both phases; in reality, phase-specific densities differ. 
Other properties are taken near the soiidus (Tsoi) or iiquidus (Tliq) points. 
Emissivities are assumed to be high (surface oxidized); the vaiues may be 

ss 

The material properties used in the present study are 
hown in Table 1, where "SS" stands for Stainless Steel and 

"Corium" for the binary mixture 80wt%U02-20wt%Zr02. 
The properties are approximated from Corradini (1991), 
CRC (1975), Incropera and DeWitt (1990), Rempe ei al. 
(1993), and Roche e t  al. (1993). 

1727 1671 300 20 40 6900 I 560 510 52 110 I 0.8 U 

The approximate time scales of superheat removal (rliq) 

and solidification (rso1) are shown in Table 2. These time 
scales are directly related to the particle size and are esti- 
mated for a spherical melt particle of radius Rp = 1 mm. 
One can see that the time scales of superheat removal are 
low with initial melt superheat To - X i q  < 100 I<, and that 
the complete freezing time is an order of magnitude higher. 
The conduction time scales, which are also included in Ta- 
ble 2, are discussed in the next section. 

CONDUCTION LIMITATIONS 

The time scale (rcon) required for penetration of a thermal 
conduction front through a slab of thickness Azp, or a 
sphere of radius 4, is given below. 

i Axp 
Tcon,slab = 

Ccon,slab 

i RP - Tcon,sphere = 
Ccon,sphere 12 

(9) 

Ccon,sphere - 3---20 

The numerical ranges given for the coefficient (Ccon) corre- 
spond to  @in = (Ti, -Tout)/(To -Tout) - 0.05 ... 0.9, which 
is the dimensionless temperature of the insulated inner sur- 
face after a constant temperature (Tout) has been imposed 
on the oiiter surface (Carslaw and Jaeger, 1959; Figs. 11 
and 29). 

If the conduction time scales are very short compared to 
the superheat removal (rlig) and freezing (rsol) time scales, 
the assumption of a uniform particle temperature is justi- 
fied. Otherwise one has  to account for the transient con- 
duction limitations. The thermal diffusivities of the solid 
(ap,,:) and liquid (ap , ) )  phases also may be different, mak- 
ing it necessary to  use phase-specific properties. Although 
the above choice of the conduction time scale coefficient 
(Ccon) is somewhat arbitrary, the following preconditions 
are adopted for "no transient conduction limitations" . 

A x; 
Q I  

rcon,i - - << 

The first condition states that  thermal conduction in the 
liquid phase must be much faster than the superheat re- 
moval process. The second condition, on the other hand, 
requires that thermal conduction in the growing solid layer 
(crust) be much faster than the solidification (crust forma- 
tion) process. For the whole sphere, the "effective" melt 
depth can be approximated by Axp - Rp/3;  one should 
also note that an outer crust of that thickness contains 
about two thirds of the particle volume (mass). In the pre- 
conditions above, the superheat removal (riiq) and freez- 
ing (rs01) time scales are expressed in terms of the surface 
heat flux (q"), however the formulae are basically equiva- 
lent with those of the previous section wlien radiative heat 
transfer dominates. 

In addition to transient limitations, even the quasi- 
steady heat flux (qy,) on tlie particle surface could he lim- 
ited hy conduction. Assuming heat conduction through an  
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-Welt riiq (s) Tiiq ( s )  Tcon,/ ( s )  
7-0 - T,iq = 10 I( 100 I( 

u02 0.0030 0.029 0.040 
A1203 0.0091 0.084 0.048 
Corium 0.0045 0.042 0.048 
ss 0.032 0.29 0.021 

outer shell (Ax,) on a spherical melt particle, the ternper- 
ature difference (AT,) over the layer is sirnply 

r s o i  ( s )  r c o n , s  ( s )  -1 
0.048 T I  0.19 

0.66 
0.36 0.15 
2.0 0.010 0.99 

RP 9 I I  A T  - '- Rp - Ax, k qqs 

where the thermal conductivity (k) is assumed to be con- 
stant; with an infinite radius (R,), the first curvature term 
disappears. Next the spherical particle is assumed to ra- 
diate heat to a relatively cold environment, as in tlie pre- 
vious section. Further, a quasi-steady balance is assumed 
to exist between solid-phase conduction and surface radi- 
ation. The following equation is obtained for determining 
the quasi-steady outer surface temperature with 
crust thickness AX, - &/3. 

The conduction limitations can be particularly relevant 
with high surface heat fluxes and oxidic (ceramic) melt ma- 
terials that have low thermal conductivity and diffusivity. 
This can be seen in Table 2, where the quasi-steady tem- 
perature ratio between the outer surface and the solidus 
point is given in the fourth power, because i t  represents 
the decrease in radiative heat flux during crust formation. 
Table 2 shows that  internal conduction can limit freezing 
of a melt particle of radius Rp - 1 mrn, with the exception 
of metallic (SS) melt material with high conductivity. Also 
the solidification of smal1 Alumina (A1203) particles may 
be free of solid-state conduction effects. 

The criteria for "no transient conduction limitations" , 
Eqs. (10) and (11), become fulfilled with smaller, sub- 
millimeter, particles. This is because the conduction time 
scales drop as square of the length scale, while the "bulk" 
freezing times are directly related to  the particle size. 
Above, only the conduction time scales of the liquid phase 
(prior to surface crust formation) and the solid phase (af- 
ter crust formation has begun) were considered. With rnelt 
materials that have different solidus (Tsvl) and liqiiidus 

points (rip), the liquid and solid phases are separated 
by the "musliy zone". The effective heat capacity (ck) of 
the mushy zone is an order of magnitude higher than the 
non-phase-change values, and the conduction processes are, 
therefore, rnuch slower. The effects of transient conduction 
and mushy zone formation are discussed in the next three 
sections. 

T R A N S I E N T  CONDUCTION M O D E L  

The model is based on the transient, parabolic (Fourier), 
heat conduction equation. 

d T  
at 

PC, - = V . (kVT) + qil 

Only olie-dimensional situations are considered, in spher- 
ical geometry. Volumetric heat sources ( # I )  can be in- 
cluded, but there are usually no sources of great signif- 
icance for fast freezing processes, with the exception of 
metal oxidation. The latent heat of fusion (freezing) is 
treated by modifying the specific heat capacity (to cp) be- 
tween the solidus (Tso/) and liquidus (riq) points, as shown 
in Eq. (6). The latent heat is distributed uniformly over 
the ph.ase-change temperature interval. Other distribu- 
tions (normal, parabolic, triangular, etc.) could be pur- 
sued, as well, but the uniform treatment suffices for the 
situations of interest here. 

The only boundary conditions applied are the surface 
heat fliixes. While for the "inner" ("west") surface sym- 
rnetric conditions are assumed, the "outer" ("east") bound- 
ary is assumed to radiate heat to the coolant environment 
treated as a perfect absorber. 
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Certainly, also convective heat transfer would be involved 
in any real case, but the analyses of the present chapter fo- 
cus on fast freezing a t  high melt temperatures (near typical 
melting or freezing points) where radiative heat transfer 
tends to dominate. 

The numerical scheme is based on the standard control- 
volume approach, as outlined by Patankar (1980). In or- 
der to ensure insensitivity to nodalisation and time scales, 
the results were compared with those of analytical con- 
duction solutions, including phGe-change problems (Alex- 
iades and Solomon, 1993; Carslaw and Jaeger, 1959; Lu- 
nardini, 1991). With proper selections on nodalisation and 
time steps, the fully explicit, half-implicit and fully im- 
plicit schemes all provide similar solutions. In all the cal- 
culations, a fairly dense grid and uniform node spacing are 
used. The boundary conditions and material properties are 
treated explicitly. When the node temperature is between 
the liquidus and solidus points - the so-called mushy regime 
- the control volume properties are estimated by linear in- 
terpolation between the solid and liquid-phase values. 

In the present study, the conduction model is employed 
to predict the freezing behaviour of two high-temperature 
melts, namely pure aluminum oxide (Alumina; Alz03)  and 
a binary mixture of uranium dioxide and zirconium dioxide 
(Corium), interacting with saturated water at atmospheric 
pressure. Figs. 1 through 8 show the quenching behaviour 
of distinct, spherical, Corium and Alumina melt particles 
of radius Rp = 1 mm or Rp = 3 mm. The horizontal lines 
(see, e.g., Fig. 3) mark the solidus and liquidus points. Cal- 
culations are performed with a uniform grid of 101 nodes, 
and the ”tightly packed” curves represent temperatures of 
the 11 surface nodes. The initial superheat of the Corium 
droplet is assumed to  be either TO -Zi9 = 100 I( or 200 I ( ,  
and that of Alumina either To - Ziq = 200 I( or 300 K .  
Only radiative heat transfer from the melt particles to wa- 
ter is accounted for, with emissivity 6 = 0.8. As noted in 
Table 1, the selected emissivity may be too high for Alu- 
mina, but the neglect of convective film-boiling heat trans- 
fer works into the other direction and compensates for part 
of the overrated radiation. Anyway, for our purposes here, 
the parameters provide an adequate basis. 

Corium and Alumina behave differently under freezing. 
Corium, being a binary mixture, freezes over a finite tem- 
perature interval, wliereas Alumina has a definite freezing 
point typical for pure oxides. The freezing (solidus) fronts 
propagate similarly in both materials; see the ”accumu- 
lated” curves of Figs. 1 and 5. However, the liquidus front 
can penetrate fast throughout the Corium particle, witli 
the related time scale depending on the particle size and 
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Figure 1: 
fronts into a spherical melt particle of radius 1 mm.  

Penetration of the solidus and liquidus 

the liquid-phase thermal diffusivity. The conduction limi- 
tatioiis become obvious when comparing the approximate 
time scales of superheat removal and freezing (Table 2) 
with the transient results for Corium. Complete superheat 
removal or freezing takes much longer than given by the 
approximations based on a uniform particle temperature. 
The penetration rate of the liquidus front is of the same or- 
der of magnitude as indicated in Table 2 ( R p / 3 ~ ~ ~ , , , 1 ) .  As 
shall be seen in the section on ”Scaling and mapping”, the 
solidiis-liquidus temperature difference (Zi9 -TSoi = 100 K 
used here) can affect the maximum depth of fast liquidus 
front penetration. The temperature profiles of the l-mm- 
radius Alumina particle, on the other hand, indicate rather 
uniform behaviour. In fact, the approximate time scales of 
superheat removal ( ~ i i ~ )  and freezing are not greatly 
in error. 

When the liquidus line reaches the Corium particle cen- 
tre, the whole inner core is in the mushy regime surrounded 
by a harder solid crust. This conduction process takes 
only a fraction of a second with the 1-mm-radius particle 
and roughly one second with the 3-mm-radius particle. At 
these moments, the respective Alumina particle has a rel- 
atively large liquid core and a solid crust, the thickness of 
which is not more than one tenth of the particle radius. 
The outer crust may also get cracked and loosened due to 
various sources of stress (flow friction, temperature gra- 
dient,s, particle-particle contact, etc.), in which case the 
freezing is somewhat enhanced. For the outer crust of the 
Corium particle, large temperature gradients and decrease 
in surface heat flus are predicted. This is consistent with 
the quasi-steady analysis of Table 2 [(To,t,9,/Tsoi)4)]. 
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Figure 2: Surface heat flux of a spherical melt particle 
of radius 1 mm; only radiative heat  transfer accounted 
for. 

EXPERIMENTAL CASES 

Interesting observations have recently been made in the 
KROTOS steam explosion experiments at JRC-Ispra 
(Hohmann e t  al., 1993; 1994). In several KROTOS tests, 
where about 1.5 kg of Alumina melt has been poured into 
water a t  atmospheric pressure, steam explosions have OC- 
curred. In nearly saturated water, the explosion has been 
triggered by an external pressure pulse, whereas under 
subcooled conditions also spontaneous explosions have oc- 
curred. In the KROTOS-28 and 29 tests with low and high 
subcooling, respectively, the Alumina melt had penetrated 
deep into water, before the explosion was artificially (28) 
and spontaneously (29) triggered. At this moment, most 
of the discharged melt was present in the melt-water mix- 
ing zone, yet causing only moderate voiding. Based on the 
melt penetration velocity, it can be estimated that some of 
the melt particles had interacted with water for more than 
one second and some much less prior to triggering. From 
Figs. 1 through 8 one can make the order-of-magnitude 
assessment that melt particles of radius Rp > 1 mm could 
have been largely unfrozen (with perhaps a thin outer crust 
if not loosened), whereas sub-millimeter particles produced 
early in the interaction were probably almost completely 
solid. As mentioned above, the emissivity of Alumina can 
be lower (see, e.g., Table A . l l  of Incropera and DeWitt, 
1990) than 6 = 0.8 used here, so that the freezing may 
be slower, too. In the other Alumina-Water explosions 
(KROTOS-26 and 30), the melt did not trave1 very deep, 
and the quenching was therefore limited prior to trigger- 

0.00 0.10 0.20 0.30 0.40 0.50 
Time (s) 

Figure 3: Corium particle temperature  profile; radius 
1 mm;  TO - Tlip = 100 K .  

ing. For the explosive Alumina-Water interaction tests, 
the post-test debris examination cannot reveal the pre- 
explosion particle sizes. In the KROTOS-27 test with low 
subcooling, no explosion took place, and only one tenth 
of the tiebris mass was found to have a final radius of 
Rp < 3 mm. This implies that the Alumina freezing char- 
acteristics resembled those of the above-described calcula- 
tions with Rp = 3 mm, and larger. 

In sharp contrast to the Alumina-Water interaction 
tests, no explosions have been observed in the KROTOS 
Corium-Water interaction tests (Hohmann et  al., 1994; 
Huhtiniemi, Hohmann and Magallon, 1995). They have 
been conducted with about 3 kg of melt, with or with- 
out artificial pressure pulses, and under nearly saturated 
or highly subcooled coolant conditions. In the KROTOS- 
35 test with low water subcooling, vigorous steaming led 
to substantial melt expulsion from the test vessel. The 
trigger device was activated only after a couple of seconds, 
which was probably too late from the melt quenching point 
of view (Hohmann et  al., 1994). In the KROTOS-36 test 
with high subcooling, the triggering device was activated, 
successfully, after melt indication a t  the middle of the 1- 
m-deep water pool, but again vigorous steaming caused 
significant melt expulsion. The KROTOS-32 and 33 tests 
were siinilar to the above tests, however no artificial trig- 
gering was used. The KROTOS-37 test setup was  similar 
to that of KROTOS-36, but now the inner diameter of the 
test section was much larger than before (20 cm instead of 
9.5 cm). The coherent melt jet penetrated a t  least a few 
tens of centimeters into the water pool, and the triggering 
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Figure 4: A1203 particle temperature profile; radius 
1 mm;  To - T/iq = 200 K .  

device was activated from the mid-elevation temperature 
signal. Nevertheless, no explosion occurred, which may 
have been due to the reduced trigger pulse, as the trigger 
energy was kept constant but the test section was larger. 
Similarly to the Alumina-Water tests, the Corium melt 
particles may have interacted with water over a time period 
up to  about one second before the artificial pressure pulse. 
Figs. 1 and 5 show that the penetration of the mushy re- 
gion can be a fairly rapid proces, though here one can also 
anticipate uncertainties in basic melt properties (liquidus 
and solidus points), initial conditions (initial superheat), 
and other typical characteristics of binary mixtures (see 
the section on "Additional factors of interest"). In the 
post-test examinations, roughly one third of the Corium 
particle mass has been found with a radius of R,, < 1 mm, 
one third with R,, > 2 mm, and almost no particles with 
Rp > 3 mm (Huhtiniemi, Hohmann and Magallon, 1995; 
Fig. 5). This implies that the Corium freezing characteris- 
tics were close to those of the above-described calculations 
with R,, = 1 mm. 

Additional tests (KROTOS-38, 40 and 41) have been 
conducted with Alumina melt discharged into a test sec- 
tion with a larger inner diameter. In KROTOS-38, a spon- 
taneous explosion took place before triggering, and a non- 
triggered explosion occurred also in the KROTOS-40 ex- 
periment, where the melt was initially very much super- 
heated. In the KROTOS-41 test, on the other hand, the 
saturated coolant conditions probably prevented sponta- 
neous explosion, similarly to the KROTOS-27 test with a 
smaller test section. The coolant voiding a t  the instant of 
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Figure 5:  Penetration of t he  solidus and  liquidus 
front:; into a spherical melt particle of radius 3 mm. 

triggering has been reported to have been much greater in 
the KROTOS-37 test with Corium than in the KROTOS- 
38 test with Aluminamelt (Hohmann e t  al., 1994). This 
may be a combined effect of the differences in melt tem- 
peratiires, fragmentation and emissivity. The melt-water 
heat transfer is governed by these factors and so is the 
melt quenching behaviour, indicating that Corium, indeed, 
freezes faster. 

The main trend appears to be that Alumina-Water ex- 
plosions are not self-triggered under saturated coolant con- 
ditions, but explosions do occur if external triggering is 
used (ir if the coolant is significantly subcooled. Corium- 
Water interactions appear - to say the least - much less 
explosive, however the reasons for this have to be well un- 
derstood before one can generalize the KROTOS data to 
large-scale situations. Here it is worth emphasizing that 
the KROTOS tests are the first steam explosion experi- 
ments with Corium, and that the past tests have usually 
been conducted with pure materials (see, e.g., Corradini, 
1991). Earlier KROTOS tests with Tin/Water interactions 
involved externally triggered explosions (Hohmann el al., 
1993). This is no surprise in the light of the melt quenching 
behaviour, as significantly superheated metallic melt par- 
ticles can remain in liquid form over relatively long time 
periods. In fact, the superheat removal time scales are par- 
ticularly long for metallic melts with a low melting point 
(lower heat fluxes) and high thermal conductivity (uniform 
temperature). Such melt materials as tin (Sn) and alu- 
minum (Al), which are frequently applied in melt-water 
interaction tests, certainly fa11 into this category. 
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Figure 6: Surface heat flux of a spherical melt particle 
of radius 3 mm;  only radiative heat  transfer accounted 
for. 

We believe that the freezing characteristics of a high- 
temperature binary mixture, such as Corium, may be the 
reason for the observations in the KROTOS experiments. 
The general hypothesis proposed here is that the struc- 
ture of the melt particle is strongly influenced by thermal 
(freezing) behaviour. The internal structure can change as 
the particle falls and cools down in water, and it can, later, 
affect the dynamic melt behaviour and eventual participa- 
tion in an explosion. The melt particle conditions depend 
on the melt (jet) breakup and the melt-water mixing zone 
behaviour, which also can differ between various melt ma- 
terials. More tests are needed before one can be certain 
about the governing factors. 

It should be noted that we do not claim Corium to be 
non-explosive as such, but rather that Corium particles 
can become non-explosive relatively fast when interacting 
with water. Consequently, additional Corium-Water inter- 
action tests should be performed with higher melt super- 
heats, earlier triggering, and perhaps with pure UOz, too. 
Further, single-droplet tests should be pursued with binary 
melt mixtures (Corium, simulants) to find the time scales 
in which they become non-explosive. These time scales 
would be crucial for estimating the potential energetics of 
ex-vessel melt-water interactions. If the time scales are 
found essentially zero with reasonable trigger energies, it 
is justified to call Corium "non-explosive". Finite time 
scales, on the other hand, can be used to envelope the 
melt masses that could take part in an explosion. Cuch 
freezing-induced limitations of the steam explosion ener- 
eetics concern siibcooled coolant conditions. in Darticular. 
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Figure 7: Corium particle temperature  profile; radius 
3 mm; To - Tr;g = 100 K .  

Under saturated conditions, coolant voiding becomes the 
limiting factor and, in addition, spontaneous triggering is 
less likely. In this respect, coolant voiding and melt freezing 
can be seen as complementary effects (see, e.g., Theofanous 
e2 al., 1994). 

SCALING AND MAPPING 

The one-dimensional heat conduction equation [Eq. (14) 
with q"" = O] is given in dimensionless form below. 

where 

.. 
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Figure 8: A1203 particle temperature  profile; radius 
3 mm; To - = 200 K .  

The radius of a spherical particle (R) is selected as the 
length scale, with the dimensionless radial co-ordinate 
( r * )  varying from zero to one. The temperature is non- 
dimensionalized by the liquidus (Tliq) and solidus (Tsoi) 
points, between which the dimensionless temperature (T’) 
can be considered as ”liquid fraction”; this is provided that 
the properties are constant. While time is converted to the 
Fourier number (Fo), the dimensionless surface heat flux 
gives the ratio of outward flux and internal conduction. 
Finally, the thermal diffusivity (a) is modified (al) to ac- 
count for heat of fusion during freezing. The prototypic 
material and the simulant should comprise similar pene- 
tration characteristics of the solidus and liquidus fronts (in 
dimensionless time). For this, one needs to maintain the 
dimensionless temperatures and surface heat flux, as well 
as the ratio of thermal diffusivities (ala’). 

It is not likely that all phase-specific diffusivities (a l iq ,  

a’, a,,~) and the dimensionless heat flux (q”* )  can be 
matched. Consequently, numerical analyses have to be per- 
formed when interpreting the simulant test results and ex- 
trapolating them to prototypic situations. Figs. 9 and 
10 show an example of the scaling principles described 
above. The numerical analyses are performed first for a 
Corium particle of radius Itp = 1 mm and initial super- 
heat TO - Tiq = 100 K .  The temperature difference be- 
tween solidus and liquidus temperature is assumed to be 
the ”best-estimate” T,iq -Tso~  = i00 I<, or ten times lower 
(10 K). The initial temperature and the freezing point of 
the simulant melt material are assumed to be 1000 K lower 
than those of Corium, which means that the initial radia- 

tive heat flux is lowered by a factor of about five. The con- 
ductivities are chosen, accordingly, to be five times lower 
than t.hose of Corium. Some scaling distortion is created by 
the non-linear temperature dependence of the surface heat 
flux, yet the penetration of the solidus and liquidus fronts 
is still almost the same for Corium and simulant. The in- 
fluence of the solidus-liquidus temperature difference can 
also be seen in Figs. 9 and 10, where the middle curves 
represent the thinner mushy zone. In a final analysis, also 
the convective part of the film-boiling heat transfer has to 
be included, especially with lower melt temperatures and 
subcooled coolant conditions. 
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Figure 9: Penetration of the solidus and liquidus 
fronts into a Corium melt particle of radius 1 mm. 
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Figure 10: Penetration of the solidus and liquidus 
front,s into a simulant melt particle of radius 1 mm.  
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For definition of the various freezing categories, the con- 
duction limitation criteria [Eqs. (10) and (li)] are em- 
ployed, however now the time scale ratios' are used, as 
shown below. 

Melt To - Tliq qg 'con,l ?is r.01 so" 
(K) (MW/m2) (-) (-1 (-1 . 

u02 100 4.8 1.5 0.77 03 

Al203 100 1.5 0.63 0.088 03 

Corium 100 3.7 1.2 0.57 5.9 
ss 100 0.51 0.084 0.0068 0.30 

- Time scaie ratios are estimated with Axp N R,/3. 

Table 3 gives the figures of merit for a particle of radius 
R , = l  rnm and initial superheat TO - T,iq = 100 Irl; see 
also Tables 1 and 2. The length scale is approximated 
by one third of the radius (Axp = Rp/3) and the initial 
radiative heat flux (9;) represents the surface heat flux. 
For all properties without phase specification (subscript 1 
or s), the average properties are used. 

The first time scale ratio ( T ~ ~ ~ , I / T I ~ ~ )  of Table 3 reflects 
the potential for crust formation prior to bulk freezing. 
As discussed in previous sections, only metallic melts (SS 
above) can resist early crust formation. The second time 
scale ratio ( ~ , ~ ~ , ~ / 7 j ~ ~ )  represents the importance of solid- 
phase conduction limitations while the crust is growing in- 
wards. Such limitations are apparent for U02 and Corium. 
Finally, if the initial dimensionless heat flux (so*) is low, 
the mushy regime can be thick compared to  the melt par- 
ticle size. One can see that  the selected stainless steel (SS) 
properties allow mushy zone formation throughout the par- 
ticle, while the Corium properties (used here) indicate a 
more limited mushy zone thickness. 

'These time scale ratios and the dimensionless heat flux 
(q"') can be seen as "modified" Biot numbers. The traditional 
Biot number (BIR = h R / k )  criterion for a uniform internal tem- 
perature profile, say BiR << 1 (see Fig. 5.15 of Incropera and 
DeWitt, 1990), is not applied here. This  is due to the phase- 
change process and the fact that the temperature variations of 
interest are small compared to the particle-coolant temperature 
difference. The relative temperature variations are small - yet 
important. 

I t  appears prudent to expect freezing-related differ- 
ences between three basic configurations: (i) a superheated 
metal-type melt droplet, (ii) an oxide-type melt particle 
with a solid crust and liquid inside, and (ii i)  a mixed-type 
(binary, ternary) melt particle with a liquid core, an inter- 
mediate mushy region and some crust on top. 

ADDI'IXONAL FACTORS 

At this point, it is necessary to stress the limitations of 
the thermal conduction model, which are listed and com- 
mented upon as follows. 

Onerdimensionality. Some two-dimensional effects 
might be induced by the film-boiling heat fluxes and 
the internal melt particle behaviour. On the other 
halid, there are also indications that melt particles 
are spinning while falling through water. 

Parabolic conduction. Hyperbolic (non-Fourier) con- 
duction might be of interest in some situations, where 
the freezing process is fast and involves two "phases" 
(liquid and solid; solid and interstitial pores). 

o No interdz'usion. The formation of the mushy zone 
depends on the relative efficiency of the diffusion of 
heat (conduction) and species (interdiffusion). The 
thermal diffusivity, however, is typically much higher 
than the binary diffusion coefficients and the process 
thiis thermally governed. 

N o  supercooling. Fast freezing might involve melt 
supercooling, with somewhat delayed crystallization 
and latent heat release. 

Nu voiding. Voids can develop during solidification, 
since the solid-phase density is generally higher than 
that of the liquid phase. 

No convection. Melt convection may cause the liquid- 
phase conductivity to  be effectively higher. For solid- 
phase conduction-limited freezing processes, internal 
convection is probably not a major factor. The in- 
fluence can be studied by increasing the liquid-phase 
conduc ti vi ty. 

N o  deformation. The form of the melt particles can 
deviate from spherical. A major part of the frozen 
melt particles found in experiments is usually in a 
more or less spherical form. In fact, large deformation 
appears to cause fragmentation. 
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N o  fragmentation. Continuous removal of the solid 
crust layer, and even major fragmentation caused by 
particle-coolant and particle-particle interactions, car. 
enhance the freezing process. If major fragmentation 
is fast compared to  thermal processes, as typical, the 
freezing analysis can be performed with the final par- 
ticle sizes (estimated or measured). 

e N o  heai generaiion. Decay heat contribution is typi- 
cally minor, however exothermic metal oxidation can 
delay the freezing process. 

Concerning the additional factors above, no final 
statements can be made here. Nevertheless, the one- 
dimensional thermal conduction analysis can capture the 
most salient features of the melt particle freezing process, 
and forms the basis for additional considerations. 

CONCLUSIONS 

The quenching (freezing and cooldown) of melt particles is 
one of the major factors affecting the ex-vessel steam ex- 
plosion loadings. It is obvious that solidified melt particles 
cannot take part in an explosion, and, consequently, the 
time scales of freezing are of primary interest. The quench- 
ing depends, first of all, on the surface heat fluxes and any 
other heat sources such as exothermic metal oxidation. In 
the previous sections, the approximate freezing time scales 
were estimated, but i t  was also found that the neglect of 
internal conduction limitations may lead to  an underesti- 
mation of the freezing times. Transient conduction anal- 
yses were performed to explore potential conduction ef- 
fects, which depend on the particle size and properties. 
When considering the importance of internal conduction, 
one should also note that  the surface shell includes most of 
the sphere mass, and that shock-wave-induced fragmenta- 
tion may be resisted prior to complete freezing. 

The explosive melt fragmentation behaviour may, in- 
deed, depend on the state of the melt particle just prior 
to shock wave-induced acceleration. A mushy particle can 
be particularly "stiff' due to internal crystal formation and 
subsequent increase in effective surface tension and viscos- 
ity, while a mostly liquid droplet can only resist moderate 
forces without fragmenting. It appears prudent to  expect 
differences between three basic configurations: (i) a su- 
perheated metal-type melt droplet, (ii) an oxide-type melt 
particle with a solid crust and a liquid core, and (iii) a 
mixed-type (binary, ternary) melt particle with a liquid 
core, an intermediate mushy region and some crust on  top. 

The transitions between these categories depend on mate- 
rial properties and the thickness of the solid and mushy 
layers. 

We believe that the high surface heat fluxes, the rela- 
tively low initial superheats, and the strongly temperature- 
dependent properties of Corium could be the key to the 
recent observations in the KROTOS tests (no explosions, 
yet, with Corium). With binary melt mixtures, the prop- 
ertiec change continuously during freezing, in contrast to 
pure melt materials which exhibit "sudden" solidification. 
Single droplet experiments should be performed to under- 
stand fragmentation of the mixed-type melts, both before 
and during the explosion propagation phase. With addi- 
tional data on the time scales that can make the melt par- 
ticles non-explosive, or at least more resistant to  fast frag- 
mentation, the freezing models could be employed to pre- 
dict ex-vessel reactor situations.2 Needless to  say, also the 
properties of various core melt mixtures, the pre-explosion 
particle sizes, as well as the vessel melt release conditions, 
are crucial for the estimates on ex-vessel steam explosion 
energetics. 
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